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Abstract 
 
Monkeypox remains a public health concern in Nigeria, with periodic outbreaks reported. 

Despite efforts to control the disease, the number of reported cases continues to rise. 

Understanding the transmission dynamics of monkeypox and predicting its future spread can 

inform public health decision-making and guide the allocation of resources for control efforts.  

Hence, in this study, a deterministic model for the transmission dynamics of Monkeypox in the 

presence of quarantine and public enlightenment is presented. The model analysis involving the 

Disease Free Equilibrium (DFE) is established. Numerical simulations were used to better 

investigate the impact of quarantine and public enlightenment on human population. The results 

revealed that the effectiveness of the combined form of public awareness and quarantine 

produced more results followed by the effectiveness of public awareness alone, and then the 

result achieved when infected individuals were quarantined. If the measures were implemented 

with a greater degree of integration, there would be a significant reduction in the viral peak, 

thereby preventing its persistence within the human population. 
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1. Introduction 

Monkeypox is an infectious illness caused by the monkeypox virus, which may affect both people and animals. 

The virus was first detected in Simians in the Democratic Republic of the Congo in 1958; however, it was not until 

1970 that the first instance of human infection was officially documented. Subsequent to the aforementioned period, 

intermittent instances of outbreaks have transpired in many African nations, encompassing Cameroon, the Central 

African Republic, Ivory Coast, Liberia, Nigeria, Sierra Leone, and Sudan, along with some regions within the 

Americas and Europe. The virus exhibits endemicity in nations located in Central and West Africa, hence 

warranting attention as a significant public health issue, given its propensity to incite epidemics. The etiological 

agent of monkeypox is classified under the genus Orthopoxvirus, which encompasses other viruses such as those 

accountable for smallpox and vaccinia [6, 8, 9, 11, 22]. Although monkeypox is often less severe than smallpox, it 

may pose a significant risk to those with compromised immune systems, potentially leading to life-threatening 

outcomes. Monkeypox is classified as a zoonotic ailment, denoting its potential for inter-species transmission from 

animals to humans. The transmission of the virus mostly occurs through wild animals, including rodents, monkeys, 

squirrels, and primates, either via direct contact with these animals or by contact with their bodily fluids or infected 

animal products. Monkeypox has a variety of clinical presentations, including symptoms such as fever, headache, 

muscular pains, backache, enlarged lymph nodes, chills, and exhaustion. The appearance of a dermatological 

eruption becomes evident, often commencing in the face area and then spreading to diverse anatomical places. 

The comprehensive comprehension of the natural history of the monkeypox virus remains enigmatic, requiring 

more inquiry to determine the specific reservoir(s) and the processes by which viral circulation is maintained in its 

natural habitat. One potential risk factor that has been identified in research is the consumption of undercooked 

meat and other animal-derived products acquired from animals that are infected [4]. In nations where the illness is 

non-endemic and instances have been detected, more endeavours are being undertaken within the realm of public 

health. These efforts include comprehensive investigations aimed at identifying patients, tracking contacts, doing 

laboratory analysis, managing clinical issues, and implementing isolation measures with adequate support. 

Genomic sequencing has been used to determine the particular viral clade(s) of monkeypox in the ongoing 

epidemic, if possible. Moreover, as stated in the reference [1], control techniques for respiratory illnesses include 

a variety of policies, such as quarantine protocols, infection control measures, identification and isolation of cases, 

and vaccination interventions. 

The use of mathematical modeling presents a feasible methodology for examining the intricacies of infectious 

diseases, such as monkeypox. Mathematical models have the capacity to forecast the propagation of diseases, assess 

the efficacy of various intervention approaches, and provide valuable insights into the fundamental principles of 

disease transmission. Numerous scholars have used mathematical models to investigate the aetiology of diseases 

in diverse populations, and these models have shown their efficacy and utility (Malaria [15], HIV [3], Cholera [16], 

COVID-19 [5, 13–14, 17–18], Monkeypox [2, 6–11, 19–23]). Gaining insight into the transmission mechanisms 

of monkeypox and developing projections about its future dissemination might provide valuable information for 

public health decision-making and facilitate the effective allocation of resources towards control measures. A 

variety of models using different methodologies have been developed and analysed to improve comprehension of 

the transmission dynamics and control tactics of monkeypox.  
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The authors of [7] have created a deterministic mathematical model to describe the transmission dynamics of the 

monkeypox virus. The model includes a component representing the imperfect vaccination efficacy within the 

human subpopulation. The stability of the equilibrium states of the model equation was examined and obtained. A 

numerical simulation was conducted to emphasise the impact of several levels of immune system strength (weak, 

medium, and strong) on different epidemiological states. Additionally, the simulation examined the influence of 

infection and vaccination rates on the prevalence of the disease and the number of vulnerable individuals, 

respectively. The mathematical model of monkey-pox transmission was investigated by [10] using ordinary 

differential equations. The validity of the model's feasible area was confirmed, demonstrating the presence of 

positive solutions. The mathematical model of monkeypox viral transmission dynamics, including two interacting 

host populations, namely humans and rats, was investigated by [23]. The implementation of quarantine measures 

and public awareness campaigns serves as a mechanism for managing the transmission of the illness among the 

human population. The authors in reference [19] put out a deterministic mathematical model with the aim of 

examining the dynamics of the monkeypox virus among the human population. The results indicate that 

implementing measures to separate individuals who are infected from the broader community may effectively 

mitigate the spread of diseases. The researchers in this work [20] developed and analysed a deterministic 

mathematical model in order to investigate the dynamics of the monkeypox virus. This study establishes the 

conditions for determining the asymptotic stability of both disease-free and endemic equilibria, both at the local 

and global levels. The findings indicate that the use of strategies to separate individuals who are infected from the 

wider community may be an effective approach to reducing the transmission of illnesses. 

Nevertheless, a dearth of comprehension persists about the determinants that propel the transmission and 

dissemination of the ailment within the Nigerian context. Nigeria, being the most populous nation in Africa, has a 

diversified population and varied topography, both of which may have a significant influence on the transmission 

patterns of infectious illnesses. The existence of this information gap hinders policymakers' capacity to formulate 

and implement effective control and preventive initiatives. Hence, it is essential to develop a mathematical model 

that may provide valuable insights into the transmission dynamics of monkeypox in Nigeria and facilitate informed 

decision-making on disease management strategies. Therefore, this study considered the rodent-human 

transmission route named SIQR-SEI model. This model enhances the classic SEIR and SIR framework by 

incorporating vaccination, transmission through rodents, quarantine phases, and unique interaction dynamics 

among different population groups. The process includes vaccination of individuals, a transmission route that 

involves interaction with infected rodents resulting in human illness, and a quarantine phase for observed 

individuals before recovery.  

2. Material and Methods 

2.1. Mathematical Formulation 

The model takes into account two distinct populations, one consisting of humans and the other consisting of rodents. 

The human population may be classified into four distinct categories: susceptible, infected, quarantined, and 

recovered. The population of rodents is classified into three distinct categories, namely, susceptible, exposed, and 

infected. 
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Table 1. State Variable of the Model and their descriptions. 

Variables Description 

𝑆𝐻(𝑡) Susceptible human population at time (𝑡) 

𝐼𝐻(𝑡) Infected human population at time (𝑡) 

𝑄𝐻(𝑡) Quarantined human population at time (𝑡) 

𝑅𝐻(𝑡) Recovered human population at time (𝑡) 

𝑆𝑅(𝑡) Susceptible rodent population at time (𝑡) 

𝐸𝑅(𝑡) Exposed rodent population at time (𝑡) 

𝐼𝑅(𝑡) Infected rodent population at time (𝑡) 

 

Table 2. Model parameters with their descriptions. 

Parameters Description 

𝜇𝐻 Recruitment rate of human population 

𝜇𝑅 Recruitment rate of rodent population 

𝜎1 Contact rate of rodent population 

𝜎2 Contact rate of human population 

𝜎3 Contact rate of rodent population 

Φ𝐻 Natural death rate of human population 

ɤ𝐻 Disease induced death rate of human population 

ρ𝐻 Recovery rate of human population 

ɳ Progression rate from infected to quarantine 

Φ𝑅 Natural death rate of rodents population 

ɤ𝑅 Disease induced death rate of rodent population 

𝜉 Effectiveness of quarantine and treatment 

𝛼 Effectiveness of public enlightenment and campaign 

 

2.2. Model Assumptions 

The model's derivation is based on the following assumptions: there is an absence of emigration from the overall 

population, and likewise, there is a lack of immigration into the population. During a certain period, a minute 

fraction of people experienced migration into or out of the population and subsequently received vaccination; 

maturation, also known as maturity, is defined as the interval between the time of infection and the onset of 

observable symptoms, often occurring within a timeframe of 14 to 21 days; the susceptible population is first 

exposed to a type of rodent that carries the infectious agent, resulting in their subsequent infection; and certain 

persons who have contracted the infection are sent to a designated facility where they undergo quarantine to conduct 

observational procedures. The process of recruiting individuals from the 𝑆𝐻 class to the 𝐼𝐻 class occurs via 

interactions with individuals from the 𝐼𝑅 class within the rodent population.The process of recruiting individuals 

from the 𝐼𝐻 class to the 𝑄𝐻 class occurs at a pace denoted by the symbol ɳ.The recruitment of individuals from the 

𝑄𝐻 class into the 𝑅𝐻 class is contingent upon the efficacy of the quarantine and observation protocol, denoted by 

the rate 𝜌; the occurrence of death is inherent in the model and it transpires uniformly across all classes at a constant 
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rate µ. However, it is worth noting that there is an increased mortality rate seen in the 𝐼𝐻 and 𝑄𝐻 classes as a result 

of infection. 

 

Figure 1. The flow diagram of the model. 

2.3. The Model Equations 

𝑑𝑆𝐻 

𝑑𝑡
= 𝜇𝐻 − [(1 − 𝛼)(𝜎1 + 𝜎2)𝐼𝑅 − Φ𝐻]𝑆𝐻  (1) 

𝑑𝐼𝐻 

𝑑𝑡
= (1 − 𝛼)(𝜎1 + 𝜎2)𝐼𝑅𝑆𝐻 − [(Φ𝐻 + ɤ𝐻) + ɳ]𝐼𝐻  (2) 

𝑑𝑄𝐻  

𝑑𝑡
= ɳ𝐼𝐻 − [Φ𝐻 + (1 − 𝜉)ɤ𝐻 + ρ]𝑄𝐻  (3) 

𝑑𝑅𝐻 

𝑑𝑡
= ρ𝑄𝐻 − Φ𝐻R𝐻 (4) 

𝑑𝑆𝑅  

𝑑𝑡
= 𝜇𝑅 − [Φ𝑅 + 𝜎3]𝑆𝑅 (5) 

𝑑𝐸𝑅  

𝑑𝑡
= 𝜎3𝑆𝑅 − [(Φ𝑅 + ɤ𝑅) + 𝜎3]𝐸𝑅 (6) 

𝑑𝐼𝑅  

𝑑𝑡
= 𝜎3𝐸𝑅 − (Φ𝑅 + ɤ𝑅)𝐼𝑅 (7) 

Such that 

𝑁𝐻(𝑡) = 𝑆𝐻(𝑡) + 𝐼𝐻(𝑡) + 𝑄𝐻(𝑡) + 𝑅𝐻(𝑡) (8) 

𝑁𝑅(𝑡) = 𝑆𝑅(𝑡) + 𝐸𝑅(𝑡) + 𝐼𝑅(𝑡) (9) 

𝑑𝑁𝐻(t) 

𝑑𝑡
=

𝑑𝑆𝐻(t) 

𝑑𝑡
+

𝑑𝐼𝐻(t) 

𝑑𝑡
+

𝑑𝑄𝐻(t) 

𝑑𝑡
+

𝑑𝑅𝐻(t) 

𝑑𝑡
 (10) 

𝑑𝑁𝑅(t) 

𝑑𝑡
=

𝑑𝑆𝑅(t) 

𝑑𝑡
+

𝑑𝐸𝑅(t) 

𝑑𝑡
+

𝑑𝐼𝑅(t) 

𝑑𝑡
 (11) 

Such that 

𝑑𝑁𝐻(t) 

𝑑𝑡
= 𝜇𝐻 − [(1 − 𝛼)(𝜎1 + 𝜎2)𝐼𝑅 + Φ𝐻]𝑆𝐻 + (1 − 𝛼)(𝜎1 + 𝜎2)𝐼𝑅𝑆𝐻 − [(Φ𝐻 + ɤ𝐻) + ɳ]𝐼𝐻 + ɳ𝐼𝐻 − (12) 
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[Φ𝐻 + (1 − 𝜉)ɤ𝐻 + ρ]𝑄𝐻 + ρ𝑄𝐻 − Φ𝐻R𝐻 

𝑑𝑁𝑅(t)

𝑑𝑡
= 𝜇𝑅 − [Φ𝑅 + 𝜎3]𝑆𝑅 + 𝜎3𝑆𝑅 − [(Φ𝑅 + ɤ𝑅) + 𝜎3]𝐸𝑅 + 𝜎3𝐸𝑅 − (Φ𝑅 + ɤ𝑅)𝐼𝑅 (13) 

Let       𝑆ℎ =
𝑆𝐻

𝑁𝐻
                  𝐼ℎ =

𝐼𝐻

𝑁𝐻
  𝑄ℎ =

𝑄𝐻

𝑁𝐻
           𝑅ℎ =

𝑅𝐻

𝑁𝐻
  (14) 

Also,     𝑆𝑟 =
𝑆𝑅

𝑁𝑅
  𝐸𝑟 =

𝐸𝑅

𝑁𝑅
   𝐼𝑟 =

𝐼𝑅

𝑁𝑅
 (15) 

Then the normalized system is as follows; 

  
𝑑𝑆ℎ

𝑑𝑡
=

1

𝑁𝐻
[
𝑑𝑆𝐻(t)

𝑑𝑡
− 𝑆ℎ

𝑑𝑁𝐻(t)

𝑑𝑡
]  

Substituting (1) and (10) using (14) 

𝑑𝑆ℎ

𝑑𝑡
=

𝜇𝐻(1−𝑆ℎ)

𝑁𝐻
− (1 − 𝛼)(𝜎1 + 𝜎2)𝐼𝑟𝑆ℎ − Φ𝐻𝑆ℎ + (1 − 𝜉)ɤ𝐻𝑆ℎ𝑞ℎ − 𝐼𝑅𝑆ℎ𝑆ℎ + Φ𝐻𝑆ℎ𝑆ℎ + Φ𝐻𝑆ℎ𝐼ℎ + ɤ𝐻𝑆ℎ𝐼ℎ +

Φ𝐻𝑆ℎ𝑄ℎ + Φ𝐻𝑆ℎ𝑅ℎ   

(16) 

𝑑𝐼𝐻(𝑡)

𝑑𝑡
=

1

𝑁𝐻

[
𝑑𝐼𝐻(t)

𝑑𝑡
− 𝐼ℎ

𝑑𝑁𝐻(t)

𝑑𝑡
]  

𝑑𝐼𝐻(𝑡)

𝑑𝑡
= (1 − 𝛼)(𝜎1 + 𝜎2)𝐼𝑟𝑆ℎ − (Φ𝐻 + ɤ𝐻)𝐼ℎ − ɳ𝐼ℎ −

𝜇𝐻𝐼ℎ
𝑁𝐻

+ Φ𝐻𝐼ℎ𝑆ℎ + Φ𝐻Iℎ𝐼ℎ + ɤ𝐻𝐼ℎ𝐼ℎ − Φ𝐻𝐼ℎ𝑄ℎ + 

(1 − 𝜉)ɤ𝐻𝐼ℎ𝑄ℎ − Φ𝐻𝐼ℎ𝑅ℎ 

(17) 

𝑑𝑄𝐻(𝑡)

𝑑𝑡
=

1

𝑁𝐻

[
𝑑𝑄𝐻(t)

𝑑𝑡
− 𝑄ℎ

𝑑𝑁𝐻(t)

𝑑𝑡
]  

𝑑𝑄𝐻(𝑡)

𝑑𝑡
= ɳ𝐼ℎ − Φ𝐻𝑄ℎ − (1 − 𝜉)ɤ𝐻𝑄ℎ − ρ𝑄ℎ −

𝜇𝐻𝑄ℎ

𝑁𝐻

− 𝐼𝑅𝑆ℎ𝑄ℎ + Φ𝐻𝑄ℎ𝑆ℎ + Φ𝐻𝑄ℎ𝐼ℎ + ɤ𝐻𝑄ℎ𝐼ℎ + Φ𝐻𝑄ℎ + 

(1 − 𝜉)ɤ𝐻𝑄ℎ𝑄ℎ + ρ𝑄ℎ𝑄ℎ − ρ𝑄ℎ𝑄ℎ + Φ𝐻𝑄ℎ𝑅ℎ 

(18) 

𝑑𝑅𝐻(𝑡)

𝑑𝑡
=

1

𝑁𝑅

[
𝑑𝑅𝐻(t)

𝑑𝑡
− 𝑅ℎ

𝑑𝑁𝐻(t)

𝑑𝑡
]  

𝑑𝑅𝐻(𝑡)

𝑑𝑡
= ρ𝑞ℎ − Φ𝐻𝑅ℎ −

𝜇𝐻𝑅ℎ

𝑁𝐻

− 𝐼𝑅𝑅ℎ𝑆ℎ + Φ𝐻𝑅ℎ𝑆ℎ + Φ𝐻𝑅ℎ𝑅ℎ (19) 

𝑑𝑆𝑅(𝑡)

𝑑𝑡
=

1

𝑁𝑅

[
𝑑𝑆𝑅(t)

𝑑𝑡
− 𝑆𝑟

𝑑𝑁𝑅(t)

𝑑𝑡
]  

𝑑𝑆𝑅(𝑡)

𝑑𝑡
=

𝜇𝑅(1 − 𝑆𝑟)

𝑁𝑅

− (Φ𝑅 + 𝜎3)𝑆𝑟 + (Φ𝑅 + 𝜎3)𝑆𝑟𝑆𝑟 − 𝜎3𝑆𝑟𝑆𝑟 + (Φ𝑅 + ɤ𝑅)𝐸𝑟𝑆𝑟 +
(Φ𝑅 + ɤ𝑅)𝑆𝑟𝐼𝑟

𝑁𝑅

 (20) 

𝑑𝐸𝑅(𝑡)

𝑑𝑡
=

1

𝑁𝑅

[
𝑑𝐸𝑅(t)

𝑑𝑡
− 𝐸𝑟

𝑑𝑁𝑅(t)

𝑑𝑡
]  

𝑑𝐸𝑅(𝑡)

𝑑𝑡
= 𝜎𝑆𝑟 − (Φ𝑅 + ɤ𝑅)𝐸𝑟 − 𝜎3𝐸𝑟 −

𝜇𝑅𝐸𝑟

𝑁𝑅

+ (Φ𝑅 + 𝜎3)𝐸𝑟𝑆𝑟 − 𝜎3𝐸𝑟𝑆𝑟 + (Φ𝑅 + ɤ𝑅)𝐸𝑟𝐸𝑟 + (Φ𝑅 + ɤ𝑅)𝐸𝑟𝐼𝑟  (21) 

𝑑𝐼𝑅(𝑡)

𝑑𝑡
=

1

𝑁𝑅
[
𝑑𝐼𝑅(t)

𝑑𝑡
− 𝐼𝑟

𝑑𝑁𝑅(t)

𝑑𝑡
]   

𝑑𝐼𝑅(𝑡)

𝑑𝑡
= 𝜎𝑒𝑟 − (Φ𝑅 + ɤ𝑅)𝐼𝑟 −

𝜇𝑅𝐼𝑟

𝑁𝑅
+ (Φ𝑅 + 𝜎3)𝐼𝑟𝑆𝑟 − 𝜎3𝐼𝑟𝑆𝑟 + (Φ𝑅 + ɤ𝑅)𝐸𝑟𝐼𝑟 + (Φ𝑅 + ɤ𝑅)𝐼𝑟𝐼𝑟        (22) 

However, 

𝑆ℎ + 𝐼ℎ + 𝑄ℎ + 𝑅ℎ = 1    and also  

𝑆𝑟 + 𝐸𝑟 + 𝐼𝑟 = 1 (23) 
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2.4. Existence and Uniqueness of Disease Free Equilibrium State 𝑬𝟎 of the Model 

The disease free equilibrium state is both human and rodent hand side of equation (13) - (22) while setting the 

disease component  𝐼ℎ = 𝑄ℎ = 𝑅ℎ = 0, 𝐸𝑟 = 𝐼𝑟 = 0 

0 = 𝜇𝐻

(1 − 𝑆ℎ)

𝑁𝐻

− 𝑆ℎ[(1 − 𝛼)(𝜎1 + 𝜎2) − 𝐼𝑟 − Φ𝐻 − 𝐼𝑟𝑆ℎ + Φ𝐻Sℎ] (24) 

0 = (1 − 𝛼)(𝜎1 + 𝜎2)𝑆ℎ (25) 

Let 𝛽 = (1 − 𝛼)(𝜎1 + 𝜎2) 

Hence,  

  0 = 𝛽𝑆ℎ  

𝑆ℎ = 0 (26) 

Substituting (26) into (24) 

0 =
𝜇𝐻

𝑁𝐻

 

Hence,  

0 = −𝑆ℎ𝛽 + 𝐼𝑅𝑆ℎ + Φ𝐻𝑆ℎ − 𝐼𝑅𝑆ℎ
2 + Φ𝐻𝑆ℎ

2  

Factorising 𝑆ℎ 

0 = 𝑆ℎ[−𝛽 + 𝐼𝑅 + Φ𝐻] − 𝑆ℎ
2[𝐼𝑅 + Φ𝐻]  

Also,  

0 = 𝜇𝑅

(1 − 𝑆𝑟)

𝑁𝑅

− (Φ𝑅 + 𝜎3)𝑆𝑟 + (Φ𝑅 + 𝜎3)𝑆𝑟
2 − 𝜎3𝑆𝑟

2 (27) 

0 = 𝜎𝑆𝑟 − (Φ𝑅 + ɤ𝑅)𝐸𝑟 − 𝜎3𝐸𝑟 −
𝜇𝑅𝐸𝑟

𝑁𝑅

+ (Φ𝑅 + 𝜎3)𝐸𝑟𝑆𝑟 − 𝜎3𝐸𝑟𝑆𝑟 + (Φ𝑅 + ɤ𝑅)𝐸𝑟𝐸𝑟 + (Φ𝑅 + ɤ𝑅)𝐸𝑟𝐼𝑟   

0 = 𝜎𝑆𝑟  (28) 

 Then 𝑆𝑟 = 0 (29) 

Substitute (29) into (27), we have  

0 =
𝜇𝑅

𝑁𝑅

 (30) 

2.5. The Disease Free Equilibrium 

Let [𝑆ℎ
ʹ , 𝐼ℎ

ʹ , 𝑄ℎ
ʹ , 𝑅ℎ

ʹ , 𝑆𝑟
ʹ , 𝐸𝑟

ʹ , 𝐼𝑟
ʹ ] = 𝐸0 = [𝑆ℎ

∗, 𝐼ℎ
∗, 𝑄ℎ

∗ , 𝑅ℎ
∗ , 𝑆𝑟

∗, 𝐸𝑟
∗, 𝐼𝑟

∗] (31) 

𝐸0 = [
𝜇𝐻

Φ𝐻

, 0,0,0,
𝜇𝑅

Φ𝑅

, 0,0] (32) 

At the disease free equilibrium           𝑁𝐻
∗ =

𝜇𝐻

Φ𝐻
  𝑁𝑅

∗ =
𝜇𝑅

Φ𝑅
  

2.6. Stability Analysis of Disease Free Equilibrium State 

To study the behavior of the system (16) – (22) around the disease free equilibrium state 
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 𝐸0 = [
𝜇𝐻

Φ𝐻
, 0,0,0,

𝜇𝑅

Φ𝑅
, 0,0], The linearized stability technique proposed in reference [17] is used, resulting in the 

derivation of a Jacobian transformation denoted as 𝐽(𝐸0). 

𝐽(𝐸0) =

[
 
 
 
 
 
 
 
 
 − [

𝜇𝐻

𝑁𝐻

+ (1 − 𝛼)(𝜎1 + 𝜎2)] 0 0 0 0 0 0

(1 − 𝛼)(𝜎1 + 𝜎2) −((Φ𝐻 + ɤ𝐻) + ɳ) 0 0 0 0 0

0 ɳ −𝜌 0 0 0 0
0 0 𝜌 0 0 0 0

0 0 0 0 −
𝜇𝑅

𝑁𝑅

+ (Φ𝑅 + 𝜎3) 0 0

0 0 0 0 𝜎 −((Φ𝑅 + ɤ𝑅) + 𝜎) 0

0 0 0 0 0 𝜎 −(Φ𝑅 + ɤ𝑅)]
 
 
 
 
 
 
 
 
 

 (33) 

We now proceed to fing the determinant of the Jacobian matrix  𝐽𝐸0. The determinant of a Jacobian matrix is given 

by the recursive definition for a 7 x 7 matrix. 

𝐷𝑒𝑡 [𝐽(𝐸0)] = 𝑎11 det[𝐽(𝐸011
)] − 𝑎12 det[𝐽(𝐸012

)] + 𝑎13 det[𝐽(𝐸013
)] − 𝑎14 det[𝐽(𝐸014

)] + 𝑎15 det[𝐽(𝐸015
)] −

𝑎16 det[𝐽(𝐸016
)] + 𝑎17 det[𝐽(𝐸017

)]  

From equation (33), 𝐷𝑒𝑡 𝐽(𝐸0) > 0. 

Likewise, by examining the trace of the Jacobian matrix 𝐽[𝐸0] as shown in equation (33), it can be seen that 

𝑇𝑟𝑎𝑐𝑒  𝐽(𝐸0) = − [
𝜇𝐻

𝑁𝐻
+ (1 − 𝛼)(𝜎1 + 𝜎2)] − [(Φ𝐻 + ɤ𝐻) + ɳ] − ρ − [

𝜇𝑅

𝑁𝑅
− Φ𝑅 + 𝜎3] − [(Φ𝑅 + ɤ𝑅) + 𝜎] − (Φ𝑅 + ɤ𝑅) (34) 

𝑇𝑟𝑎𝑐𝑒  𝐽(𝐸0) as shown above is < 0. 

Hence, 𝑇𝑟𝑎𝑐𝑒  𝐽(𝐸0) < 0 

Since 𝐷𝑒𝑡 [𝐽(𝐸0)] > 0 𝑎𝑛𝑑 𝑇𝑟𝑎𝑐𝑒  𝐽(𝐸0) < 0  fulfill the predetermined threshold conditions according to Gerald 

(2012), the monkeypox virus disease free equilibrium [𝐸0] also satisfies the requirements for a locally or globally 

asymptotic stability for the recovered population. 

2.7. The Basic Reproductive Number (𝑹𝟎) of the Model 

The basic reproduction number, commonly represented as 𝑅0, is a fundamental measure in the field of 

epidemiology. The basic reproduction number (𝑅0) quantifies the contagiousness of a disease by indicating the 

average number of secondary infections induced by a single sick individual in a community that is entirely 

susceptible to the disease. In order to calculate the basic reproduction number (𝑅0) for the model (16-22), the 

methods outlined in reference [17] will be used, using the next generation matrix (NGM) method. 

𝐹 = [
(1 − 𝛼)𝜎2 (1 − 𝛼)𝜎1

0 𝜎3
] (35) 

𝑉 = [
Φ𝐻 + ɤ𝐻 + ɳ 0

0 Φ𝑅 + ɤ𝑅
] (36) 

𝑉−1 =

[
 
 
 

−1

Φ𝐻 + ɤ𝐻 + ɳ
0

0
−1

Φ𝑅 + ɤ𝑅]
 
 
 

 (37) 

Where F represents the rate at which new infections occur and V represents the movement of persons across 

compartments via various ways. Then the next matrix denoted by 𝐹𝑉−1 is given as  
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𝐹𝑉−1 = [
(1 − 𝛼)𝜎2 (1 − 𝛼)𝜎1

0 𝜎3
]

[
 
 
 

−1

Φ𝐻 + ɤ𝐻 + ɳ
0

0
−1

Φ𝑅 + ɤ𝑅]
 
 
 

 (38) 

𝐹𝑉−1 =

[
 
 
 
−(1 − 𝛼)𝜎2

Φ𝐻 + ɤ𝐻 + ɳ

−(1 − 𝛼)𝜎1

Φ𝑅 + ɤ𝑅

0
−𝜎3

Φ𝑅 + ɤ𝑅 ]
 
 
 

 (39) 

We find the Eigen values of 𝐹𝑉−1 by setting the determinant |𝐹𝑉−1 − 𝜆𝐼| = 0, I is a unit matrix 

||

[
 
 
 
−(1 − 𝛼)𝜎2

Φ𝐻 + ɤ𝑅 + ɳ

−(1 − 𝛼)𝜎1

Φ𝑅 + ɤ𝑅

0
−𝜎3

Φ𝑅 + ɤ𝑅 ]
 
 
 

− [
𝜆 0
0 𝜆

]|| = 0 (40) 

||

[
 
 
 
−(1 − 𝛼)𝜎2

Φ𝐻 + ɤ𝑅 + ɳ
− 𝜆 −(1 − 𝛼)𝜎1

0
−𝜎3

Φ𝑅 + ɤ𝑅

− 𝜆
]
 
 
 

|| = 0 (41) 

[
−𝜎3

Φ𝑅 + ɤ𝑅

− 𝜆] [
−(1 − 𝛼)𝜎2

Φ𝐻 + ɤ𝑅 + ɳ
− 𝜆] − 0 = 0 (42) 

From (42),  
−𝜎

Φ𝑅+ɤ𝑅
= 𝜆1 

 
−(1−𝛼)𝜎2

Φ𝐻+ɤ𝑅+ɳ
= 𝜆2 

Since 𝜆1 < 0 and also 𝜆2 < 0 in which 0 < 1, hence, 𝑅0 < 1 which satisfies the threshold. 

3. Results and Discussion 

In this section, the effectiveness of public awareness and campaigns and the effectiveness of the infected quarantine 

on the spread of the monkeypox virus are examined. The numerical simulation of the monkeypox virus is analysed 

using the baseline values given in Table 3. The numerical simulations were done and plotted against time (months) 

using MATLAB, and the results are shown in Figures 2–13 to illustrate the effect of public awareness and 

campaigns and the effectiveness of getting the infected quarantined.  

Table 3. Model parameters and values used in the simulation. 

Parameters Values Source 

𝜇𝐻 0.029 [3,21] 

𝜇𝑅 0.2 [3,21] 

𝜎1 0.00006 [2,21] 

𝜎2 0.00025 [2,21] 

𝜎3 0.027 [2,21] 

Φ𝐻 0.15 [2,21] 

𝜓𝐻 0.2 [12,21] 

𝜂 0.83 [3,21] 

Φ𝑅 0.002 [2,21] 

𝜓𝑅 0.5 [21] 

𝜌 0.52 [21] 
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𝛼 0 – 1  Control Parameter 

𝜖 0 – 1  Control Parameter 

 

 

Figure 2. Numerical Simulation of the infected and quarantined population. 

 

Figure 3. Numerical Simulation of the infected, quarantined and recovered population. 
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Figure 4. Variation in infected population for measuring the effectiveness of public enlightenment. 

 

Figure 5. Variation in quarantined population for measuring the effectiveness of public enlightenment. 

 

Figure 6. Variation in infected population for measuring the effectiveness of quarantined. 
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Figure 7. Variation in quarantined population for measuring the effectiveness of quarantined. 

 

 

Figure 8. Variation in infected population for measuring the effectiveness of public enlightenment and rate of quarantined. 

 

Figure 9. Variation in quarantined population for measuring the effectiveness of public enlightenment and the rate of 



 
Sefiu et al. J Inno Sci Eng 1(1):1-17 

13  

quarantined. 

 

Figure 10. Surface plot showing the impact of 𝛼 and 𝜎2 on 𝑅0. 

 

Figure 11. Surface plot showing the impact of 𝛼 and 𝜙𝐻 on 𝑅0. 
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Figure 12. Surface plot showing the impact of 𝛼 and 𝜂 on 𝑅0 enlightenment. 

 

Figure 13. Surface plot showing the impact of 𝛼 and 𝜓𝑅 on 𝑅0. 

Figure 2 describes the numerical simulation of the infected and quarantined populations. The infected population 

is seen to have reached its peak before the quarantined population and then drastically reduced. Furthermore, the 

number of individuals in the infected population is seen to be higher than those in the quarantined population, 

which implies a high rate of infection at the start of the viruses. After a while, individuals then rush into the 

quarantined population owing to the different peak attained by the infected population and quarantined population. 

Figure 3 illustrates the numerical simulation of the infected, quarantined, and recovered populations. It is observed 

that as the number of individuals keeps increasing in the infected compartment and quarantined population, the 

population of the recovery compartment keeps increasing. 

Figure 4 depicts the variation in the infected population for measuring the effectiveness of public enlightenment 

only. The control parameters used are: 𝛼 = 0, 0.25, 0.5, 0.75. With an increase in the parameter measuring the rate 

of effectiveness of public enlightenment and campaigns, the aftermath is a reduction in the infected population. 

This implies that if public awareness could be increased, the rate of infection would be reduced, thereby reducing 

the number of individuals that would be infected with monkeypox. 

Figure 5 displays the variation in quarantined population for measuring the effectiveness of public enlightenment 

only. The control parameters used are: 𝛼 = 0, 0.25, 0.5, 0.75. It is noted that an increase in the parameter measuring 

the rate of effectiveness of public enlightenment and campaigns resulted in a reduction in the quarantined 

population. This implies that if public awareness could be increased, the rate of infection would be reduced, thereby 

reducing the number of individuals that would need to be quarantined with monkeypox. 

Figure 6 shows the variation in the infected population for measuring the effectiveness of quarantining alone. The 

control parameters used are: 𝜖 = 0, 0.25, 0.5, 0.75. As observed, with an increase in the parameter measuring the 

rate of effectiveness of individuals quarantined, the aftermath is a reduction in the infected population. This implies 

that if the number of infected populations could be increased, there would be assurance in the reduction of 

individuals that would be infected. However, the difference might be small, but it counts too. At least it would 

reduce the chances of a secondary infection of monkeypox. 
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Figure 7 demonstrates the variation in quarantined population for measuring the effectiveness of quarantined only. 

The control parameters used are: 𝜖 = 0, 0.25, 0.5, 0.75. It is seen that the population of the quarantined 

compartment reduces with an increase in the rate at which individuals are quarantined. 

The variation in the infected population for measuring the effectiveness of public enlightenment and the rate of 

quarantine is shown in Figure 8. The control parameters used are: 𝛼, 𝜖 = 0, 0.25, 0.5, 0.75. It is observed that the 

combined effort produces more results than the single measure. Increasing the rate of public awareness and the rate 

of quarantining produced greater results. This reduces the number of infections, thereby reducing the population of 

infected people. 

The variation in quarantined population for measuring the effectiveness of public enlightenment and the rate of 

quarantine is described in Figure 9. The control parameters used are: 𝛼, 𝜖 = 0, 0.25, 0.5, 0.75. It is observed that 

the combined effort produces more results than the single measure. Increasing the rate of public awareness and the 

rate of quarantining produced greater results. This reduces the number of infections and, thereby, the population 

quarantined. 

Figure 10 displays the surface plot showing the impact of 𝛼 and 𝜎2 on 𝑅0. It has been found that if the rate of 

contact with the rodent could be reduced and the rate of awareness could be increased, then the virus would be 

wiped out of the human population. An increase in the contact rate of humans with a rodent would result in an 

increase in the reproduction number, which implies the virus would stay and the human population would soon go 

into extinction. 

Figure 11 illustrates the surface plot showing the impact of 𝛼 and 𝜙𝐻 on 𝑅0. Figure 11 illustrates the effectiveness 

of public awareness in the face of natural death. Public awareness plays a key role in reducing the reproduction 

number, which implies that if public awareness could be effectively imbibed, the reproduction number would 

reduce and stabilize. 

The surface plot showing the impact of 𝛼 and 𝜂 on 𝑅0 enlightenment is seen in Figure 12. It is found that if the 

number of infected individuals could be increased and the rate of awareness could be increased, then the virus 

would be wiped out in the human population.  

The surface plot showing the impact of 𝛼 and 𝜓𝑅 on 𝑅0 is displayed in Figure 13. It is found that if the virus death 

rate of rodents could be increased coupled with an increase in public awareness, the basic reproduction number 

would reduce drastically and the virus would be wiped out of the human population. 

4. Conclusion 

In this work, the dynamics of the monkeypox virus's transmission were described using a deterministic model made 

up of systems of ordinary differential equations. The establishment of the area in which the model is 

epidemiologically viable has been confirmed. The model is locally asymptotically stable when the reproduction 

number 𝑅0 < 1, which implies that the monkeypox virus will eventually be eliminated from the population. But, 

unstable when 𝑅0 > 1, which implies that the monkeypox virus would continue to be prevalent among us if control 

measures were neglected. Numerical simulations were conducted to further examine the effectiveness of public 

awareness and the rate at which individuals were quarantined. The study concludes that the effectiveness of the 

combined form of public awareness and quarantine produced more results, followed by the effectiveness of public 

awareness alone, and then the results achieved when infected individuals were quarantined. If the measures could 
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be combined at a higher rate, the virus peak would reduce greatly, and the virus would not persist among humans.  
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Abstract 
 
Investigating solutions of differential equations has been an important issue for scientists. 

Researchers around the world have talked about different methods to solve differential equations. 

The type and order of the differential equation enable us to decide the method that we can choose 

to find the solution of the equation. One of these methods is the integral transform, which is the 

conversion of a real or complex valued function into another function by some algebraic 

operations. Integral transforms are used to solve many problems in mathematics and engineering,  

such as differential equations and integral equations.  Therefore, new types of integral transforms 

have been defined, and existing integral transforms have been improved. One of the solution 

methods of many physical problems as well as initial and boundary value problems are integral 

transforms. Integral transforms were introduced in the first half of the 19th century. The first 

historically known integral transforms are Laplace and Fourier transforms. Over the time, other 

transforms that are used in many fields have emerged. The aim of this article is to describe the 

Mohand transform and to make applications of linear ordinary differential equations with 

constant coefficients without any major mathematical calculations This integral transform 

method is an alternative method to existing transforms such as Laplace transform and Kushare 

transform. When recent studies in the literature are examined, it can be said that Mohand 

transform is preferred because it is easy to apply. 

 

Keywords: Differential equation, Integral transform, Laplace and Fourier transform. 
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1. Introduction 

Integral transforms [1-12] such as Laplace, Mohand, Aboodh, Anuj, Kamal, Kushare, Mahgoub, Ara, HY, Sadik 

etc. have assumed an important role to solve science, engineering, and real life problems. Researchers have been 

proposed these transforms to solve the problems including differential equations, telegraph differential equations, 

integral equations, integro-differential equations. 

Attaweel and Almassry used Mohand transform, which they considered as a modified version of Laplace and 

Sumudu transforms to solve ordinary differential equations with variable coefficients [12]. Dehinsulu O.A [13] 

suggested the Mahgoub transform method to solve linear convection-diffusion problems with constant coefficients. 

When Dehinsulu compared the results obtained by this method to the exact solutions, he found an excellent 

agreement. Furthermore, in the year (2022), Abbas E.S. et al. [14] described Aboodh transform to solve some 

telegraph equations with specific initial conditions. Aggarwal S. et al. [15] used recently developed transform 

method called Rishi transform to acquire the analytical solution of linear volterra integral equation.  Also, Kuffi E. 

et al. [16] introduced a new integral transform method named Emad-Falih transform to find the solutions of first-

order and second-order ordinary differential equations. Gupta R. [17] proposed a novel transform method called 

Rohit transform to analyze boundary value problems. However, Chaudhary R. and Aggarwal S. [18] presented a 

comparative work of Laplace and Mohand transforms. Their results in application section demonstrated that both 

transforms are closely connected. In the year 2023, Mushtt and Kuffi [19] compared the Sadik transform and the 

complex Sadik transform to solve systems of ordinary differential equations. Integral transforms will continue to 

be used in many scientific researches because researchers argue that integral transforms give accurate solutions to 

many complex problems and are applicable in many different fields such as astronomy and mechanics. 

2. Mohand Transforms Basic Definitions and Properties 

2.1. Mohand transform definition [18, 20, 21]  

Mohand transform is described for a function of exponential order in the 𝐴 set as: 

𝐴 = {𝑓(𝑡): ∃ 𝑀 , 𝑘1, 𝑘2 > 0 , |𝑓(𝑡)| < 𝑀𝑒

|𝑡|

𝑘𝑗  , 𝑖𝑓 𝑡 ∈ (−1)𝑗  × [0, ∞)}                                        

where 𝑓(𝑡) is a dedicated function in the set 𝐴, 𝑀 is a finite number, and 𝑘1, 𝑘2 can be finite or infinite.  

Mohand transform denoted by operator 𝑀 is defined as: 

M{f(t)} = K(v) = v2 ∫ f(t)e−vt∞

0
dt,    t ≥ 0, k1 ≤ v ≤ k2.         

2.2. Linearity feature of Mohand transform [18, 20] 

Let 𝑀{𝑓1(𝑡)} = 𝐾1(𝑣) and 𝑀{𝑓2(𝑡)} = 𝐾2(𝑣). Then Mohand transform of 𝑀{𝑎𝑓1(𝑡) + 𝑏𝑓2(𝑡)} is given as: 

 𝑀{𝑎𝑓1(𝑡) + 𝑏𝑓2(𝑡)} = 𝑎𝐾1(𝑣) + 𝑏𝐾2(𝑣) 

where 𝑎, 𝑏 are arbitrary constants. 
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2.3. Scalar variation feature of Mohand transform [12, 18] 

Let 𝑀{𝑓(𝑡)} = 𝐾(𝑣). Mohand transform of a function 𝑓(𝑎𝑡) is defined as: 

𝑀{𝑓(𝑎𝑡)} = 𝑎𝐾 (
𝑣

𝑎
). 

2.4. Scrolling feature of Mohand transform [12, 18] 

Let 𝑀{𝑓(𝑡)} = 𝐾(𝑣). Mohand transform of a function 𝑒𝑎𝑡𝑓(𝑡) is defined as: 

𝑀{𝑒𝑎𝑡𝑓(𝑡)} =
𝑣2

(𝑣−𝑎)2 𝐾(𝑣 − 𝑎). 

2.5. Convolution theorem for Mohand transform [18, 21] 

Let 𝑀{𝑓1(𝑡)} = 𝐾1(𝑣) and 𝑀{𝑓2(𝑡)} = 𝐾2(𝑣). Then Mohand transform of their convolution  𝑓1(𝑡) ∗ 𝑓2(𝑡) is  

given as: 

 𝑀{𝑓1(𝑡) ∗ 𝑓2(𝑡)} =
1

𝑣2 𝑀{𝑓1(𝑡)}𝑀{𝑓2(𝑡)}, 

 𝑀{𝑓
1
(𝑡) ∗ 𝑓

2
(𝑡)} =

1

𝑣2
𝐾1(𝑣)𝐾2(𝑣), 

where 𝑓1(𝑡) ∗ 𝑓2(𝑡) is described as: 

     𝑓
1
(𝑡) ∗ 𝑓

2
(𝑡) = ∫ 𝑓

1
(𝑡 − 𝑥) 𝑓

2
(𝑥)𝑑𝑥 = ∫  𝑓

1
(𝑥) 𝑓

2
(𝑡 − 𝑥)𝑑𝑥

𝑡

0

𝑡

0
. 

2.6.  Mohand transform of the derivatives [18, 22] 

Let 𝑀{𝑓(𝑡)} = 𝐾(𝑣). Mohand transforms of the derivatives of a function of 𝑓(𝑡) are given as: 

• 𝑀{𝑓′(𝑡)} = 𝑣𝐾(𝑣) − 𝑣2𝑓(0) 

• 𝑀{𝑓′′(𝑡)} = 𝑣2𝐾(𝑣) − 𝑣3𝑓(0) − 𝑣2𝑓′(0) 

• 𝑀{𝑓(𝑛)(𝑡)} = 𝑣𝑛𝐾(𝑣) − 𝑣𝑛+1𝑓(0) − 𝑣𝑛𝑓′(0) − ⋯ − 𝑣2𝑓(𝑛−1)(0) 

2.7. Mohand transform of the integral [18, 22] 

Let 𝑀{𝑓(𝑡)} = 𝐾(𝑣). Mohand transform of the integral of a function  𝑓(𝑡) is given as: 

𝑀 {∫ 𝑓(𝑡)
𝑡

0
𝑑𝑡} =

1

𝑣
𝐾(𝑣). 

3. Mohand Transform and Inverse Mohand Transform of Some Elementary Functions [12, 20] 

•    𝑀{1} = 𝑣 = 𝐾(𝑣) 

Inversion formula: 𝑀−1{𝑣} = 1 = 𝑓(𝑡) 

• 𝑀{𝑡𝑛} =
𝑛!

𝑣𝑛−1 = 𝐾(𝑣)   ,    𝑛 ∈ 𝑁 

Inversion formula: 𝑀−1 {
𝑛!

𝑣𝑛−1} = 𝑡𝑛 = 𝑓(𝑡) 

• 𝑀{𝑒𝑎𝑡} =
𝑣2

𝑣−𝑎
= 𝐾(𝑣) 

Inversion formula: 𝑀−1 {
𝑣2

𝑣−𝑎
} = 𝑒𝑎𝑡 = 𝑓(𝑡) 

• 𝑀{𝑠𝑖𝑛𝑎𝑡} =
𝑎𝑣2

𝑣2+𝑎2 = 𝐾(𝑣) 

Inversion formula: 𝑀−1 {
𝑎𝑣2

𝑣2+𝑎2} = 𝑠𝑖𝑛𝑎𝑡 = 𝑓(𝑡) 
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• 𝑀{𝑐𝑜𝑠𝑎𝑡} =
𝑣3

𝑣2+𝑎2 = 𝐾(𝑣) 

Inversion formula: 𝑀−1 {
𝑣3

𝑣2+𝑎2} = 𝑐𝑜𝑠𝑎𝑡 = 𝑓(𝑡) 

• 𝑀{𝑠𝑖𝑛ℎ𝑎𝑡} =
𝑎𝑣2

𝑣2−𝑎2 = 𝐾(𝑣) 

Inversion formula: 𝑀−1 {
𝑎𝑣2

𝑣2−𝑎2} = 𝑠𝑖𝑛ℎ𝑎𝑡 = 𝑓(𝑡) 

• 𝑀{𝑐𝑜𝑠ℎ𝑎𝑡} =
𝑣3

𝑣2−𝑎2 = 𝐾(𝑣) 

Inversion formula: 𝑀−1 {
𝑣3

𝑣2−𝑎2} = 𝑐𝑜𝑠ℎ𝑎𝑡 = 𝑓(𝑡) 

4. Applications of Ordinary Differential Equations of First and Second Order by Mohand 

Transform 

Assume that the first-order ordinary differential equation with the initial condition 𝑦(0) = 𝑎 is given as 

𝒅𝒚

𝒅𝒕
+ 𝒌𝒚 = 𝒈(𝒕)   ,    𝒕 > 𝟎 (1) 

where Mohand transform of 𝑔(𝑡) as a function of “𝑡” is denoted by 𝐺(𝑣) and 𝑎, 𝑘 are constants. 

Applying Mohand transform on both side in equation (1), we have 

𝑀 {
𝑑𝑦

𝑑𝑡
} + 𝑘𝑀(𝑦) = 𝑀{𝑔(𝑡)} 

𝑣𝑀(𝑦) − 𝑣2𝑦(0) + 𝑘𝑀(𝑦) = 𝐺(𝑣) 

𝑣𝑀(𝑦) + 𝑘𝑀(𝑦) = 𝐺(𝑣) + 𝑎𝑣2 

𝑀(𝑦) =
𝐺(𝑣)

(𝑣 + 𝑘)
+

𝑎𝑣2

(𝑣 + 𝑘)
 

Then we find the solution by applying the inverse Mohand transform in the step above. 

Assume that the second-order ordinary differential equation with the initial conditions (0) = 𝑎 , 𝑦′(0) = 𝑏 is given 

as 

𝒅𝟐𝒚

𝒅𝒕𝟐 + 𝒌
𝒅𝒚

𝒅𝒕
+ 𝒍𝒚 = 𝒈(𝒕)   ,    𝒕 > 𝟎 (2) 

where Mohand transform of 𝑔(𝑡) as a function of  “𝑡” is  

denoted by 𝐺(𝑣) and 𝑎, 𝑏, 𝑘, 𝑙 are constants. 

Applying Mohand transform on both side in equation (2), we have 

𝑀 {
𝑑2𝑦

𝑑𝑡2
} + 𝑘𝑀 {

𝑑𝑦

𝑑𝑡
} + 𝑙𝑀(𝑦) = 𝑀{𝑔(𝑡)} 

{𝑣2𝑀(𝑦) − 𝑣3𝑦(0) − 𝑣2𝑦′(0)} + 𝑘{𝑣𝑀(𝑦) − 𝑣2𝑦(0)} + 𝑙𝑀(𝑦) = 𝐺(𝑣) 

𝑀(𝑦)(𝑣2 + 𝑘𝑣 + 𝑙) = 𝐺(𝑣) + 𝑎𝑣3 + 𝑣2(𝑏 + 𝑎𝑘) 

𝑀(𝑦) =
𝐺(𝑣)

(𝑣2 + 𝑘𝑣 + 𝑙)
+

𝑎𝑣3

(𝑣2 + 𝑘𝑣 + 𝑙)
+

𝑣2(𝑏 + 𝑎𝑘)

(𝑣2 + 𝑘𝑣 + 𝑙)
 

Then we find the solution by applying the inverse Mohand transform in the step above. 

Example. Assume that the first-order differential equation 

𝒚′ + 𝟐𝟕𝒚 = 𝐜𝐨𝐬 𝟗𝒕 ,      𝒚(𝟎) = 𝟎       (3) 
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Applying Mohand transform on both side in equation (3), we get 

𝑀{𝑦′} + 27𝑀(𝑦) = 𝑀{cos 9𝑡} 

𝑣𝑀(𝑦) − 𝑣2𝑦(0) + 27𝑀(𝑦) =
𝑣3

𝑣2 + 81
 

𝑀(𝑦) =
𝑣3

(𝑣2 + 81)(𝑣 + 27)
 

𝑀(𝑦) =
1

30

𝑣3

(𝑣2 + 81)
+

1

10

𝑣2

(𝑣2 + 81)
−

1

30

𝑣2

(𝑣 + 27)
 

The inverse Mohand transform of the equation above gives us the solution: 

𝑦(𝑡) =
1

30
 𝑐𝑜𝑠9𝑡 +

1

90
 𝑠𝑖𝑛9𝑡 −

1

30
 𝑒−27𝑡 

Example. Assume that the second-order differential equation  

𝒚′′ + 𝒚 = 𝟎    ,      𝒚(𝟎) = 𝒚′(𝟎) = 𝟏 (4) 

Applying Mohand transform on both side in equation (4), we have 

𝑀{𝑦′′} + 𝑀(𝑦) = 0 

𝑣2𝑀(𝑦) − 𝑣3𝑦(0) − 𝑣2𝑦′(0) + 𝑀(𝑦) = 0 

(𝑣2 + 1)𝑀(𝑦) = 𝑣3 + 𝑣2 

𝑀(𝑦) =
𝑣3

𝑣2 + 1
+

𝑣2

𝑣2 + 1
 

The inverse Mohand transform of the equation above is simply obtained as: 

𝑦(𝑡) =  𝑐𝑜𝑠𝑡 + 𝑠𝑖𝑛𝑡 

Example. Consider the following equation:  

𝒚′ + 𝟏𝟑𝒚 = 𝒆𝟏𝟏𝒕    ,      𝒚(𝟎) = 𝟏 (5) 

Applying Mohand transform on both side in equation (5), we have 

𝑀{𝑦′} + 13𝑀(𝑦) = 𝑀{𝑒11𝑡} 

𝑣𝑀(𝑦) − 𝑣2𝑦(0) + 13𝑀(𝑦) =
𝑣2

𝑣 − 11
 

(𝑣 + 13)𝑀(𝑦) =
𝑣2

𝑣 − 11
+ 𝑣2 

𝑀(𝑦) =
𝑣2(𝑣 − 10)

(𝑣 − 11)(𝑣 + 13)
 

𝑀(𝑦) =
1

24

𝑣2

(𝑣 − 11)
+

23

24

𝑣2

(𝑣 + 13)
 

The inverse Mohand transform of the equation above gives us the solution: 

𝑦(𝑡) =
1

24
𝑒11𝑡 +

23

24
 𝑒−13𝑡 

Example. Assume that the following equation 

𝒚′′ − 𝟑𝒚′ + 𝟐𝒚 = 𝟎    ,      𝒚(𝟎) = 𝟏 ,     𝒚′(𝟎) = 𝟒 (6) 

Applying Mohand transform on both side in equation (6), we have 
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𝑀{𝑦′′} − 3𝑀{𝑦′} + 2𝑀(𝑦) = 0 

𝑣2𝑀(𝑦) − 𝑣3𝑦(0) − 𝑣2𝑦′(0) − 3𝑣𝑀(𝑦) + 3𝑣2𝑦(0) + 2𝑀(𝑦) = 0 

(𝑣2 − 3𝑣 + 2)𝑀(𝑦) = 𝑣3 + 𝑣2 

𝑀(𝑦) =
𝑣3 + 𝑣2

𝑣2 − 3𝑣 + 2
 

𝑀(𝑦) =
3𝑣2

𝑣 − 2
−

2𝑣2

𝑣 − 1
 

The inverse Mohand transform of the equation above gives us the solution: 

𝑦(𝑡) = 3𝑒2𝑡 − 2 𝑒𝑡 

5. Conclusions  

In the present article, we have defined Mohand transform to solve linear ordinary differential equations with 

constant coefficients. We can say that the proposed transform method is, as an alternative approach, easy and 

understandable. Examples show that the method can be applied without longer calculations. The examples here can 

also be solved with other integral transforms available in the literature. We preferred this transform method because 

we think that not much work has been done on this subject. However, when the Mohand transform is compared 

with the Laplace transform, it can be seen that both methods work in the same way and give the exact solution of 

ordinary differential equations. This comparison will be the subject of our another study. I think that different useful 

integral transforms will also be mentioned by researchers in the future.  

Acknowledgements   

The authors gratefully thank to the referees for the constructive comments and recommendations which definitely 

help to improve the readability and quality of the paper. 

References 

[1] Katre, N.T. and Katre, R.T. (2021). A comparative study of Laplace and Kamal transforms, International 

Conference on Research Frontiers in Sciences (ICRFS 2021), Nagpur, India, 5 th- 6 th February 2021. 

[2] Fadhil, R.A and Alkfari, B.H.A. (2023). Convolution HY transform for second kind of linear Volterra integral 

equation, Al-Kadhum 2nd International Conference on Modern Applications of Information and 

Communication Technology, 29 March 2023, Volume 2591, Issue 1. 

[3] Mohmad, Z.S. and Sadikali, L.S. (2021). Sadik Transform, The generalization of All the transform Who’s 

kernal is Of Exponential Form With The Application In Differential Equation With Variable Coefficients, 

Turkish Journal of Computer and Mathematics, 3264-3272. 

[4] Rashdi, H.Z. (2022). Using Anuj Transform to Solve Ordinary Differential Equations with Variable 

Coefficients, Scientific Journal for the Faculty of Scientific-Sirte University, Vol. 2, No. 1, 38-42. 

[5] Aggarwal, S. and Gupta, A.R. (2019). Dualities between Mohand Transform and Some Useful Integral 

Transforms. International Journal of Recent Tecnology and Engineering, 8 (3), 843-847. 



 
Ozdogan  J Inno Sci Eng 8(1):18-24 

 

 

24  

[6] Sornkaew, P. and Phollamat, K. (2021). Solution of Partial Differential Equations by Using Mohand 

Transforms, Journal of Physics: Conference Series, Vol. 1850, Iss. 1. 

[7] Saadeh, R. Qazza, A. and Burqan, A. (2020). A New Integral Transform: Ara Transform and Its Properties 

and Applications. Symmetry, 12 (6), 925. 

[8] Kushare, S.R., Patil, D.P. and Takate, A.M. (2021). The New Integral Transform “KUSHARE Transform”, 

International Journal of Advances in Engineering and Management. 3 (9), 1589-1592. 

[9] Johansyah, M.D., Supriatna, A.K., Rusyaman E. and Saputra, J. (2022). Solving Differential Equations of 

Fractional Order Using Combined Adomian Decomposition Method with Kamal Integral Transformation, 

Mathematics and Statistics, 10 (1), 187-194. 

[10] Patil, D.P. (2021). Aboodh and Mahgoub Transform in Boundary Value Problems. Scientific Journal for of 

System of Ordinary Differential Equations. International Journal of Advanced Research in Science, 

Communication and Technology, 6 (1), 67-75. 

[11] Aggarwal, S., Chauhan, R. and Sharma, N. (2018). Application of Aboodh Transform for Solving Linear 

Volterra Integro-Differential Equations of Secon Kind. International Journal of Research in Advent 

Technology, 6 (6), 1186-1190. 

[12] Attaweel, M.E. and Almassry, H. (2020). On the Mohand Transform and Ordinary Differential Equations with 

Variable Coefficients. Al-Mukhtar Journal of Sciences, 35 (1), 1-6. 

[13] Dehinsilu, O.A., Odentunde, O.S., Usman, M.A., Ogunyinka, P.I., Taiwo, A.I. and Onaneye, A.A. (2020). 

Solutions of Linear Convection-Diffusion Problems with Constant Coefficients Using Mahgoub Transform 

Method. FUW Trends in Science and Technology Journal, 5 (3), 891-894. 

[14] Abbas, E.S., Kuffi, E.A. and Abdlrasol, L.B. (2022). General Solution of Telegraph Equation Using Aboodh 

Transform. Mathematical Statistician and Engineering Applications, 71 (2), 267-271. 

[15] Aggarwal, S., Kumar, R. and Chandel, J. (2023). Solution of Linear Volterra Integral Equation of Second Kind 

via Rishi Transform. Journal of Scientific Research, 15 (1), 11-119. 

[16] Kuffi, E. and Maktoof, S.F. (2021). “Emad-Falih Transform” a new integral transform. Journal of 

Interdisciplinary Mathematics, 24 (8), 2381-2390. 

[17] Gupta, R. (2020). On Novel Integral Transform: Rohit Transform and Its Application to Boundary Value 

Problems. ASIO Journal of Chemistry, Physics, Mathematics and Applied Sciences, 4 (1), 08-12. 

[18] Aggarwal, S. and Chaudhary, R. (2019). A Comparative Study of Mohand and Laplace Transforms. Journalof 

Emerging Technologies and Innovative Research, 6 (2), 230-240. 

[19] Mushtt, I.Z., and Kuffi, E.A. (2023) Sadik and Complex Sadik Integral Transforms of System of Ordinary 

Differential Equations, Iraqi Journal for Computer Science and Mathematics, 4 (1), 181-190. 

[20] Mohand, M. and Mahgoub, A. (2017). The new integral transform “Mohand Transform”. Advances in 

Theoretical and Applied Mathematics, 12 (2), 113-120. 

[21] Aggarwal, S. and Chauhan, R. (2019). A Comparative Study of Mohand and Aboodh Transforms. 

International Journal of Research in Advent Technology, 7 (1), 520-529. 

[22] Kumar, P.S., Saranya, C., Gnanavel, M.G. and Viswanathan, A. (2018). Applications of Mohand transform 

for solving linear Volterra integral equations of first kind. International Journal of Research in Advent 

Technology, 6 (10), 2786-2789. 



 
 
J Inno Sci Eng,2024, 8(1):25-35 
https://doi.org/10.38088/jise.1406162 

 

 

 

 
 

Research Article 

 

25  

 

Turkish Classical Music Composition with LSTM Self-Attention 

               Ahmet KAŞİF 1 *  , Selçuk SEVGEN 2  

1 Bursa Technical University, Computer Engineering Department, Bursa, Turkey 
2 İstanbul University-Cerrahpaşa, Computer Engineering Department, Istanbul, Turkey 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Cite this paper as: Kasif A. and Sevgen S. 
(2024).Turkish Classical Music Composition 
with LSTM Self-Attention, 8(1):25-35. 

 

 

 
 

  *Corresponding author: Ahmet KAŞİF 

  E-mail: ahmet.kasif@btu.edu.tr 
 

  Received Date: 19/12/2023 
  Accepted Date: 01/02/2024 
  © Copyright 2024 by 

  Bursa Technical University. Available 

  online at http://jise.btu.edu.tr/     
 

   
The works published in the journal of   

Innovative Science and Engineering (JISE) 
are licensed under a Creative Commons 
Attribution-NonCommercial 4.0 International 
License. 

 

Abstract 
 
Synthetic symbolic music generation, the process of creating new musical pieces using symbolic 

representations, has gained significant traction in the field of music informatics and 

computational creativity. It holds immense potential for various applications, ranging from 

music education and composition assistance to music therapy and personalized music 

recommendation systems. Classical Turkish music (CTM) exhibits distinct characteristics 

regarding Western Tonal Classical Music (WCTM) such as melodic organization, formation of 

rhythmic structure,  or melodic expressions. This study tackles the challenge of symbolic music 

composition, focusing on CTM. Unlike its Western counterpart, CTM incorporates microtonal 

intervals. These intervals are smaller than the semitones in Western music, allowing for a more 

nuanced expression of pitch. This leads to a more diverse set of pitch ranges. The proposed 

method employs a combination of long-short term memory (LSTM) networks and self-attention 

encoding to capture long-term relational information and generate realistic CTM compositions. 

LSTMs effectively model sequential dependencies and improve local relations within musical 

structures,  and self-attention improves the context vector, allowing the model to attend to 

different aspects of the musical context simultaneously. This combination enables the proposed 

method to generate compositions that are both musically coherent and stylistically consistent 

with distinct features of CTM.  The proposed method was evaluated on two datasets, the SymbTr 

dataset and Classical Music Piano (CPM) dataset. The assessment of musical contents is 

evaluated through melodic similarity and stylistic consistency metrics. The results demonstrate 

that the proposed method is able to generate musical content that is coherent and to produce 

music that is pleasing-to-hear. Overall, the article presents a novel and effective approach to 

symbolic music composition, focusing on CTM. 

 

Keywords: Music-Generation, Deep Learning, LSTM, Self-Attention, Music Information 

Retrieval, Turkish Classical Music. 
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1. Introduction 

The emergence of synthetically generated music has revolutionized the field of music informatics, offering 

unprecedented opportunities to expand musical diversity, enhance creativity, and personalize music experiences. 

However, generating music that adheres to the stylistic conventions and expressive nuances of a particular musical 

tradition remains a significant challenge. This study explores the intricate world of Classical Turkish Music (CTM), 

a rich musical heritage characterized by its unique microtonal ornamentation, intricate rhythmic patterns, and 

elaborate ornamental devices. Western classical tonal music (WCTM) gets the majority of attention in terms of 

generative musical analysis [1]. Yet, regional musical approaches such as CTM pose distinct possibilities and could 

provide major contributions to the musical world. While there are many similarities between these two musical 

approaches, some differences also exist. WCTM relies on half-steps as the primary melodic intervals while CTM 

embraces microtonal intervals, creating subtle pitch variations that add a distinctive flavour to its melodies [2-4]. 

Rhythmically, CTM showcases complex patterns with uneven subdivisions and syncopation, distinguishing it from 

the more predictable rhythmic structures of WCTM. Generating symbolic music that faithfully adheres to the rules 

and expressiveness of CTM presents several formidable challenges. Capturing the intricacies of microtonal 

intervals, accurately modelling complex rhythmic patterns, and incorporating the nuances of CTM’s modal system 

are just a few of the hurdles that must be overcome. Additionally, ensuring stylistic consistency and achieving 

originality are crucial aspects of generating compelling CTM compositions. State-of-the-art methods in symbolic 

music generation have made significant progress, employing techniques such as recurrent neural networks (RNNs) 

and long short-term memory (LSTM) networks to capture long-term musical relationships and generate coherent 

compositions. However, these methods often struggle to fully capture the intricate details and expressive qualities 

of CTM. This study introduces the application of LSTM self-attention to symbolic music generation for CTM. Self-

attention, a powerful technique in the field of natural language processing, enables the model to simultaneously 

attend to multiple aspects of the musical context, facilitating the capture of the subtle nuances and expressive details 

that characterize CTM. By incorporating self-attention, the proposed method aims to overcome the limitations of 

traditional symbolic music generation techniques and produce high-quality CTM compositions that accurately 

reflect the stylistic conventions and expressiveness of the tradition. To evaluate the effectiveness of the proposed 

method, two datasets are employed: the SymbTr dataset and the Classical Music Piano (CPM) dataset. The SymbTr 

dataset provides a comprehensive collection of CTM melodies annotated with microtonal intervals and rhythmic 

information [5]. The CPM dataset offers a diverse range of Western classical music pieces for comparison and 

evaluation [6]. The proposed algorithm holds significant promise for advancing the field of symbolic music 

generation and fostering a deeper appreciation for CTM. By generating high-quality CTM compositions, this 

research can contribute to the preservation and revitalization of this rich musical heritage, expanding the boundaries 

of musical creativity and enriching the musical landscape. The main contributions of this study are as follows: 

• We demonstrate that LSTM-self-attention networks can effectively capture long-term relational 

information in classical Turkish symbolic musical sequences. 

• We show that attentional networks can tackle the musical content generation problem on musical contents 

other than Western Tonal Music and provide new ways to integrate state-of-art knowledge on local musical 

approaches. 
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• We analyse the performance of attentional networks in different architectural configurations and provide a 

comparative study for future symbolic music generation research on CTM. 

The rest of this study is organized as follows: section two provides a detailed analysis of the state of art in musical 

content generation and summarizes the methods with a comparative manner. Section three covers the presentation 

of the datasets, conducted input preprocessing steps and the experimental environment followed by the detailed 

expression of the proposed method and the evaluation metrics. Section four provides the results of assessment 

analysis. The study is concluded in section five with a discussion of the paper as well as future works. 

2. Literature Review 

With its distinct melodic structures called maqam as well as monophonic nature and unique rhythmic features, 

CTM presents a sonic realm distinct from its Western counterpart. This distinctiveness has posed a significant 

challenge for Music Information Retrieval (MIR) research, particularly in the domain of generative modelling. 

While numerous musical forms have served as fertile ground for MIR investigations, publicly available datasets 

dedicated to CTM have remained scarce. However, the emergence of SymbTr, boasting over two thousand MIDI-

encoded pieces, marks a pivotal moment in facilitating comprehensive research endeavors [4]. This valuable 

resource has already fuelled explorations in areas such as music recommendation systems and maqam 

classification, demonstrating its potential to unlock further insights into the complexities of CTM [7, 8]. Still, the 

applications on generative domain for CTM is not properly analysed and lacks attention. 

The current MIR research is conducted on two major fronts called signal domain and symbolic domain. The 

symbolic music research requires a high-level representation of musical features such as MIDI encoding to provide 

a more human-readable format to operate [1]. This representation provides a clear temporal structure. Noteworthy 

studies for symbolic music generation have highlighted that the use of RNNs and their variations such as LSTMs 

and Gated Recurrent Unit networks (GRU) produce satisfying results on modelling of short-term sequences but 

fail to accommodate their performance as the sequence length increases [9-11].  

The advent of attention mechanisms marked a game-changer, initially demonstrating remarkable success in 

applications within Natural Language Processing (NLP) [12, 13]. This success has quickly been translated to other 

domains, including symbolic music research, where attentional networks have brought forth the possibility to 

improve modelling of the salient features within musical sequences, leading to significant advancements in tasks 

like maqam classification and sequence prediction [14, 15]. 

With the emergence of Deep Learning, significant research has been conducted to explore the characteristics of the 

Western Tonal Music. However, the distinct nature of CTM made it difficult to apply the gained knowledge to its 

domain. Thus, there has been only a handful of research in terms of generative modelling in Turkish Music, much 

less in CTM. Tanberk and Tukel proposed a combined CNN-LSTM network to generate Turkish pop music using 

a collected dataset which can provide style-specific content [16]. Aydıngun et. al used a collected Classical Turkish 

Music dataset which again consists of 20 pieces to generate Turkish songs with lyrics [17]. Both studies use small-

sized collected datasets and do not offer benchmark results for music generated musical content. 
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3. Materials and Methods 

3.1. Dataset Description 

SymbTr and CPM, two symbolic datasets, are employed in the proposed music synthesis analysis. Both datasets 

consist of MIDI-encoded files. The SymbTr dataset contains around two thousand pieces for Turkish maqam music, 

which  is the focus of exploration for the study. The CPM dataset contains piano compositions for Western tonal 

music and contains around 200 musical files. Both datasets are parsed as monophonic music sheets. Chords are 

parsed as notes, using the base note of the chord as the pitch symbol. The CTM dataset yields less sequences for 

training than CPM counterpart dataset as the majority of pieces are shorter than pieces in CPM. The summary of 

features of both datasets are given in Table 1. 

Table 1. Data Analysis for SymbTr and CPM datasets 

Dataset SymbTr CPM 

Number of Pieces 1931 221 

Number of Unique Pieces 33 85 

Number of Unique Durations 48 51 

Number of Prepared Input Sequences 48.2k 300k 

Average / Maximum Piece Length 325 / 1467 709 / 4312 

 

The MIDI format includes valuable information but cannot be directly supplied to deep learning architecture as an 

input line. Therefore, the pieces in the datasets are preprocessed using "music21" music processing library into an 

array-type format [18]. Two features (pitch, duration) are extracted from the pieces. Pitch indicates the frequency 

class of the played sound and demonstrates a categorical feature. The second feature, duration, is the playing 

duration for the respective note and is a numerical feature. 

3.2. Experimental Environment 

The proposed model was developed using Python 3.9.7 and Tensorflow/Keras 2.11.0. A Grid-Search technique 

was used to optimize the hyperparameters on a computer cluster at the B.T.U High-Performance Clustering 

Laboratory (HPCLAB). The computers on the BTU-HPCLAB cluster have 𝐼𝑛𝑡𝑒𝑙® 𝐶𝑜𝑟𝑒𝑇𝑀 i9-10900X CPUs and 

Nvidia 3090 GPUs. We have employed the CPUs to prepare, preprocess, and analyze the data, and the GPUs to 

train the model. Two GPUs are utilized simultaneously to accelerate the training process. 

3.3. Input Preprocessing 

The mapping from MIDI files to a symbolic music dataset requires multi-step preprocessing, which includes the 

parsing of musical files, decoding temporal information, mapping the note-level data to symbols, and normalization 

and preparing sequences. We have used Music21 to parse and decode MIDI files. Music21 is a powerful open-

source tool which can represent and process various musical formats including MIDI with rich set of musical 

analysis tools [19]. Pitch and octave values for a single note is then processed together into a pitch symbol, and 

duration is encoded as a numerical value with a four-digit precision. Temporal input sequences data is constructed 

from the array data containing symbolic pitch and numerical duration values. The availability of much larger 

sequences in the CTM dataset gets lower after sequence length threshold of 64, which would hinder the training 

and also generative performance of the framework. Thus, sequence length of 64 notes has been utilized. The values 
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for the duration feature have been normalized, using min-max normalization [20]. Min-Max normalization is a 

technique which maps a given array of numerical values. The minimum element is mapped to zero, and the 

maximum element is mapped to one. 

3.4. Proposed Method 

The proposed method consists of a recurrent layer to model temporal musical data as well as a self-attention layer 

to improve the context vector for longer sequences. The recurrent layer accepts the input features and provides an 

encoded context vector. The context vector is then supplied into a self-attention module where important relations 

between notes are emphasized. The proposed DL model architecture is depicted in Figure 1. Two input vectors 

(note, duration) are supplied to the framework which are embedded by using a dedicated embedding layer. Both 

embeddings are then concatenated into a one single vector. The combined vector is modelled in two consecutive 

LSTM layers to create a context vector. This vector is then employed in a self-attention layer to improve the range 

of relations as well as to weight the important relations. The proposed self-attention layer is the standard self-

attention configuration. 

 

Figure 1. Proposed LSTM Self-Attention Model Architecture 

3.5. LSTM Layer 

LSTM networks are a type of RNNs with the addition of a memory cell. The most major concern of RNN is that 

while they are powerful in short sequences, the performance degrades as the length of sequence increases [21]. The 

cause of this is called vanishing gradients. The gradients fade as the information has to propagate through the 

temporal network. The LSTM cell improves the information flow through sequences and enables more accurate 
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representation of much longer sequences. 

LSTM neurons consist of three gates and a cell state. Cell state is the memory unit of an LSTM neuron which runs 

information through an entire chain of LSTM layer. LSTM gates are responsible for data manipulation through cell 

states. The new information enters an LSTM neuron through input gate. The gate selectively adds new information 

to the cell state. The forget gate  decides on the importance of information existing on cell state and discards if the 

information is found irrelevant. The output gate produces an output for the LSTM neuron based on cell state. 

Self-attention networks improve the context vector of RNNs and provide stronger relations between more distant 

points in a sequence. The context vectors produced by RNN layers provide a relational information between notes, 

but this relational information weakens due to the mathematical nature of the function and yields a loss of gradients. 

This loss enlarges as the distance between notes get longer.  

The self-attention employs 3 matrices (Q, K, V) to overcome the effect of loss of long-term dependencies and 

provide more direct relations between distant points in sequences. This mechanism has been one of the most 

important features in the success of Transformers architectures [22]. The vector Q stands for query vector, K stands 

for key vector, and V stands for value vector.  

Query vectors represent the questions the model asks about each element in the input sequence. Key vectors 

represent the answers to the questions provided by the query vector and increase weights of attention from more 

related questions. Value vectors represent the actual information and are used to build the context-aware 

representation based on the attentive scores calculated by using query and key vectors.  

The attention score is calculated with the help of the dot product of the query and key vectors as shown in equation 

1. The scores are then normalized in equation 2, using a softmax function to create a probability distribution over 

the elements of the sequence. Finally, the normalized attention weights are employed to weight the value vectors 

and provide a weighted sum in equation 3. The produced output represents the context-aware encoding of the 

element with respect to the query. 

 

Attention Scores =  
𝑄𝐾𝑇

√𝑑𝐾
             (1) 

Attention Weights =  softmax ∗ Attention Scores           (2) 

 Context =  Attention Weights ∗ 𝑉             (3) 

3.6. Evaluation Metrics 

Throughout the deep learning (DL) algorithm's training phase, Root Mean Square Error (RMSE) metric is 

employed to assess the model's performance. The metric gauge distance-based approximation and has a track record 

of effectively refining mathematical problems. As shown in Equation 4, a smaller RMSE value denotes a closer 

match between the original and artificially generated content. Essentially, RMSE offer crucial insights into the DL 

algorithm's performance, enabling adjustments and enhancements to the model. 

 

𝑅𝑀𝑆𝐸 =  √
1

𝑁
∗ ∑ (𝑌𝑝 − 𝑌𝑐)2𝑁

𝐿=1              (4) 
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4. Result and Discussion 

Qualitative experiments are conducted through employment of proposed assessment metrics, and yielding model 

training scores are depicted in Table 2. The first three columns show the training loss values for CTM analysis, 

while the last three rows depict the training loss values for WCTM analysis. Hyper-parameters are fixed amongst 

compared methods for training phase. Both the baseline models and the proposed model were trained for 50 epochs, 

batch sizes were decided as 256, all methods employed two LSTM layers (RNN layers for the RNN-only 

architecture) with 128 neurons for each layer, optimizer was selected as RMSProp, and optimizer learning rate was 

set to 0,001. These hyperparameters were found to be yielding best results with minimal computational complexity. 

The hyperparameter search was conducted using Grid-Search method, which effectively looks up for all possible 

combinations of hyperparameters. The hyperparameter search space is given in Table 3.  

The training loss analysis yields comparable results in case of both datasets. The duration loss contributes less to 

total loss compared to pitch loss as the duration loss is encoded using numerical representation. The total loss is 

calculated by using a weightless sum of pitch loss and duration loss. Evaluation of the proposed LSTM Self-

Attention method against baseline methods in training phase results in better loss values in terms of all metrics. 

The baseline LSTM shows better overall performance against baseline RNN, but both baseline methods (RNN and 

LSTM) fall back against the proposed method in terms of loss metrics in training performance. 

 

Table 2. Model performance regarding objective metrics, first 3 columns for CTM, last 3 columns for WCTM 

Assessment Type Methods RMSE(Pitch) RMSE(Duration) RMSE (Total) 

CTM Assessment 

RNN 0.938 0.004 0.942 

LSTM 0.619 0.002 0.621 

LSTM Self-Attention 0.00022 0.00002 0.000024 

WCTM Assessment 

RNN 0.816 0.003 0.819 

LSTM 0.524 0.002 0.526 

LSTM Self-Attention 0.00024 0.00001 0.000025 

 

Table 3. Hyperparameter search space 

Hyperparameter Search Space Best Fit 

Layer Neuron Count [32, 64, 128, 256, 512] 128 

Optimizer Selection [RMSProp, Adam] RMSProp 

Optimizer Learn Rate [0,01-0,0001] 0,001 

Batch Size [64, 128, 256, 512, 1024] 256 

 

The feature-level loss curves for the total loss, pitch loss, and duration loss as well as all losses for CTM assessment 

are given in Figure 2. The loss curves show that the sharp decrease on the first epochs is supported with the 

continuous improvement over the remaining epochs, finally reaching a plateau. This behavior shows that the model 

has executed a healthy training process. Comparing the feature-wise loss curves, the pitch loss possesses the highest 

complexity and contributes the most to total loss as it is encoded as a categorical feature. 

A musical piece generated by the proposed LSTM Self-Attention is depicted by using Western musical notation in 

Figure 3. The generated piece is 96 notes long. The piece shows a descending melodic line along with the use of 

perfect fourth, which is a common approach in many maqams of CTM. Also, the rhythmic development poses 
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characteristic features of CTM. 

(a) All Losses 

 

(b) Total Loss 

 
(c) Pitch Loss 

 

(d) Duration Loss 

 
 

Figure 2. Proposed LSTM Self-Attention Model Training Loss Curves (a) All Losses, (b) Total Loss, (c) Pitch Loss,         

(d) Duration Loss 

 

The melody starts with a quick flurry of notes in the first measure, followed by slower, sustained notes in the next 

two measures. This creates a sense of contrast and dynamism, but it is still a simple pattern compared to the intricate 

rhythmic interplay and layering often found in Turkish music. The representation of rhythmic features using a 

duration object provides a simple solution, yet it provides a room for improvement for future works. A more 

complex representation would be addressed to cope with the high-variational tempo characteristic of CTM. 
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Figure 3. Synthetic CTM piece generated with the proposed method of LSTM Self-Attention 

5. Conclusion 

Synthetic symbolic music generation has emerged as a promising avenue within music informatics and 

computational creativity, offering the promising prospect of emulating and potentially even surpassing human 

compositional capabilities. This study specifically delves into the realm of Classical Turkish Music (CTM), woven 

from intricate melodic structures, dynamic rhythmic tapestry, and a microtonal palette that expands the expressive 

boundaries of pitch. Unlike its Western Tonal Classical Music (WCTM) counterpart, CTM bends the rigidity of 

major and minor scales, instead embracing the fluidity of maqams with their unique modal configurations and 

expressive microtonal nuances. These maqams, with their intricate ornamentation and characteristic melodic 

contours, paint a sonic landscape with emotional depth and increased expressive potential. This interplay of 

maqams and rhythms creates a rich set of musical possibilities, demanding a model capable of capturing both the 

long-term melodic coherence and the nuanced rhythmic details that define CTM. To meet this challenge, we 

propose a novel approach that leverages the combined strengths of LSTM and self-attention networks. Self-

attention mechanisms, inspired by recent advances in natural language processing, empower the model to "pay 

attention" to various musical elements within the sequence simultaneously, allowing it to grasp the subtle interplay 

between maqams, rhythms, and individual notes. LSTM networks, on the other hand, excel at capturing long-term 

dependencies within the musical sequence, ensuring the generated compositions exhibit a smooth flow and melodic 

coherence. The efficacy of this approach is evident in the generated CTM pieces, which showcase a remarkable 

level of musical coherence and stylistic consistency. Evaluated against established SymbTr and CPM datasets, our 

method not only demonstrates its ability to produce musically pleasing compositions, but also sticks to the stylistic 

nuances that define CTM. Quantitative metrics confirm that our generated compositions successfully capture the 

essence of CTM and resonate with the listener's expectations of this genre. The proposed method not only 

contributes to the field of music informatics by advancing the state of the art in symbolic music generation, but also 
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opens new doors for exploring the diversity and complexity of CTM. Future research can leverage this work as a 

springboard to delve deeper into the theoretical underpinnings of CTM and develop even more sophisticated models 

capable of capturing the full spectrum of its expressive potential. The effect of using musical features such as 

volume and tempo can be investigated to obtain richer representations. By doing so, we can not only preserve and 

celebrate this treasured musical heritage but also pave the way for exciting new artistic creations that draw 

inspiration from its rich and timeless beauty. 
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Abstract 
 
Production systems play a vital role in maximizing consumer satisfaction by efficiently 

transforming inputs such as labour, raw materials, and capital into products or services aligned 

with consumer demands. An order-based production takes place in poultry meat and meat 

products production facilities, which face various difficulties in meeting changing customer 

demands and managing the supply of raw materials. To optimize production and increase 

customer loyalty, these facilities use strategic scheduling, considering their daily production 

capacity and fluctuating customer orders. In this study, estimating which customer and product 

type the future order quantities will come from for the relevant facilities, increasing customer 

satisfaction by facilitating order processes and minimizing storage costs are discussed. With this 

study, the number of orders was estimated, and it was aimed to meet the orders in the most 

accurate way. In the estimations, the order data of a poultry meat and meat products production 

facility between 2013 and 2021 were used. Since the order figures will change every year in 

cases such as the customer working with the facility, growing, or shrinking, better results have 

been tried to be obtained with the arrangements made on the data set used and three different 

data sets have been obtained. Estimation processes were performed for these three data sets using 

LSTM and Prophet algorithms. While the RMSE value was 7.07 in the LSTM model in 

experimental studies, this value was obtained as 10.96 for Prophet. In the results obtained, it was 

observed that the arrangements made on the data set positively affected the accuracy of the 

estimations and the LSTM algorithm produced better results than the Prophet algorithm. 

 

Keywords: Production optimization, Poultry production system, Time Series, LSTM, Prophet. 
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1. Introduction 

The change in the management approach of the enterprises has also caused a change in the structure of the 

companies. To meet their needs, companies must adopt different approaches in their structures and management 

styles, but they also must use the developing modern production systems. A system within the enterprise may have 

many subsystems. However, this system can also constitute a subsystem of a larger-scale system. While marketing, 

management, accounting and finance, sales and human resources constitute the sub-systems within an enterprise, 

the enterprise constitutes the sub-system of the country's economy. In summary, production systems, which 

constitute the whole of activities that create value for the environment, constitute the subsystem of an enterprise. 

Production systems are one of the important subsystems within a business or organization. A production system is 

a system in which products or services are produced by going through a certain transformation process of various 

inputs such as labour, raw materials, data, energy, and capital [1]. The main purpose of these systems is to maximize 

consumer satisfaction by providing the production of products or services in accordance with consumer demands. 

Production systems are classified into four different types: continuous, intermittent, mixed, and project-based [2]. 

In order-based production systems, which are a subclass of discrete production systems, the characteristics and 

quantity of the products to be produced are determined by order in line with the demands of the customers. From 

this point of view, order-based production is carried out in poultry meat and meat products production facilities. In 

these facilities, it is of great importance to meet the demands of the customers completely. However, to meet these 

demands, difficulties are encountered such as meeting the daily raw material supply from the poultry grown and 

obtaining only a certain amount of raw material from each product. Another challenge for poultry meat and meat 

products production facilities is that the animals that have reached sufficient maturity come to the slaughter and the 

sizes of the incoming creatures are not always the same. However, only certain products are obtained from each 

poultry in certain proportions. The density of orders from customers varies according to the day, and it can be a 

product that can be obtained at low rates from a poultry creature. To meet all incoming orders, the number of 

products that need to be stored in poultry meat and meat products production facilities will also increase. Due to 

the short shelf life of poultry products and the costly storage processes, poultry meat and meat products production 

facilities aim to meet the incoming orders in a way that the minimum level of products from the poultry that come 

to the slaughter is in stock. 

Poultry meat and meat products production facilities have a certain daily production capacity. Due to the production 

capacity, restrictions are placed on the order days of the customers by the poultry meat and meat products 

production facilities. These restrictions may provide changes in cases such as the increase in the capacity of the 

poultry meat and meat products production facility, periodic changes, and increase in the number of customers. 

While meeting all the products ordered by the customer is an important factor, on the manufacturer's side, this 

means that the orders are balanced, and the product left over from the use of raw materials is the least. For this 

reason, an optimization process is applied by comparing the products ordered by the customer daily with the amount 

and kilograms of future poultry and making cuts to customer loyalty. 

In the study, it is aimed to forecast customer orders daily with time series models with product breakdown, and to 

evaluate the orders coming to the poultry meat and meat products production facility earlier thanks to these 

estimations, and to meet more balanced and larger orders with the help of early actions. The customer and product 
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information in the order for every day plays a major role in the cuts and measures to be made. In order optimization 

studies, future order quantity estimation for a product is provided. In the study, customer and product breakdown 

estimations were made. In these estimations, the order days of each customer were determined, and their habits 

were monitored; the increase in the production capacity of the poultry meat and meat products production facility 

and the restrictions that the facility will bring to the customer side were evaluated and historical data was organized. 

In the literature reviews, it has been determined that there are not many case studies related to product-based order 

estimation from poultry. In a study conducted by Kozaklı et al. [3], it was observed that the monthly production 

amounts for 2021 were modelled by the time series method by using the monthly broiler production numbers 

obtained from the Turkish Statistical Institute. As a result of the modelling, it was estimated that 1353245283 

broiler chickens should be produced for 2021 [3]. Another study showed that Thailand Industry made predictions 

for cooked chicken products exported to Japan using a Recurrent Neural Network (RNN) model [4]. Studies on 

forecasts for different sectors using Facebook Prophet [5] and Long Short-Term Memory (LSTM) [6] models were 

checked, their similarities and differences were determined, and they were adapted for this study. In the literature 

review, it has been seen that the relevant models are discussed in different areas such as order estimation of 

companies [7], estimating the electricity requirement of a country [8], vehicle spare part requirement estimation 

[9]. 

When the literature is reviewed, it is observed that there are many different studies on customer order forecasting. 

However, these studies are inadequate for poultry meat and meat products production facilities. The most important 

contribution of this study is to enable the prediction of daily customer orders and the fulfillment of incoming orders 

using product-specific time series models such as LSTM and Prophet for poultry meat and meat products 

production facilities. 

2. Production Planning 

Product planning incorporates all the decisions, steps, and tasks oriented internally that are essential for creating a 

successful product. In other words, it encompasses all actions that directly impact the product itself. On the other 

hand, go-to-market planning involves all the external steps taken to promote and market your product to the public. 

Production planning can be defined as a model that shows the production capacity of the company, the workforce, 

the optimum use of tools and equipment, and the amount and method of producing the desired product according 

to the possibilities and when [1]. In other words, production planning can be defined as “deciding in advance which 

product will be produced, when, how, where and by whom”. The main purpose of production planning is to plan 

and control the inputs and outputs of the enterprise, together with the optimum profit return, in line with the 

objectives of the companies. At this point, a structure is created that keeps elements such as production planning, 

customer demands, financing situations, production capacity under control [1]. Planning gives the firm the ability 

to think systematically and to make and implement decisions. The main reason for many problems is due to an 

unplanned management approach. Planning is the basic measure to prevent such problems from occurring. 

Production planning provides high efficiency in production targets. The high efficiency obtained enables to produce 

the demanded products at the desired time and with the lowest cost. 

Production planning is a guide for factors such as quantity, duration, value, according to the goals and objectives 

of the company's production activities. For this reason, since it draws the attention of production managers to these 
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targets, it prevents waste of parameters such as labour and time and ensures that production is measured. The 

expected benefits from production planning can be listed as follows: 

‒ to evaluate the factors of production according to appropriate criteria, 

‒ to prevent production pauses and idle capacity, 

‒ to reduce stock costs and prevent their increase by determining stock planning, 

‒ to determine the balance between the production volume of the enterprise and customer demands, 

‒ to determine production costs, 

‒ to ensure that all the facilities of the company are used in line with the determined purposes. 

3. Poultry Production System 

An order-based mass production is applied in poultry production systems. The raw material obtained daily is 

provided from the animals grown. The height and size of these grown animals can vary. In production planning, it 

is not enough for poultry meat and meat products production facilities to have basic information about the poultry 

that will come to the daily slaughter, such as live maintenance and air temperature. Deaths experienced during the 

shipment of poultry to be slaughtered affect the number of raw materials to be included in the production planning 

and cause a decrease in the order fulfilment rate. Meeting the raw material needs in poultry production systems is 

provided from the poultry houses with which the poultry meat and meat products production facility is contracted. 

In the event that the chicks transferred to the relevant poultry houses reach certain maturity, the living creatures are 

sent to the poultry meat and meat products production facility and slaughtered for product production. After the 

transfer of poultry to the disinfected poultry houses of the producers, slaughter planning preparations begin. The 

slaughter planning process aims to meet the daily product need by transporting the chicks to the poultry meat and 

meat products production facility by vehicles after they reach a certain age.  

The time for a normal poultry to reach sufficient maturity and size has been determined as 45 days [10]. In the feed 

policy supervised by the Ministry of Agriculture, the poultry that come to the slaughter must be fed the last three 

days before slaughter, which is called the finishing feed [11]. These poultry, which are sent to slaughter, are 

examined daily by veterinarians approved by the Ministry of Agriculture, and their Average Live Weight (ALW), 

ammonia burn [12], and hygiene information are collected. This collected information is then transmitted to the 

poultry meat and meat products production facility. ALW gives theoretical information about whether the poultry 

weighs enough for the product to be produced. Ammonia burn is the information that is caused by hygiene and 

affects the meat quality of the poultry. In case of high ammonia burn, the relevant poultry cannot be used in the 

production of some products and can be used for second-class products called B quality. 

In production processes of poultry products, stocking time is limited due to shelf life [13]. Daily cuts are determined 

by live cut planning processes. Order needs are tried to be met according to the dimensions of the slaughtered 

poultry. Customer-based demands may differ on a daily or periodic basis. By giving different days to each 

customer, order restriction is ensured, and this need is tried to be met with planned cutting records. While raw 

material can be used as a product in poultry production, different products can be obtained by breaking the raw 

material. The products obtained from the crushed raw material were calculated proportionally from the poultry. 

Poultry shredding rates are given in Table 1. 
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Table 1. Poultry Shredding Rates 

Type Percentage 

Chicken Breast %48,36 

Chicken Legs Hip %39,97 

Chicken Wings %10,47 

Other %1,2 

 

The stocking cost of the remaining products is high, and if they are not consumed from the stocks within two days, 

processed products (salami, sausage, doner, etc.) are obtained in the further processing factories. The main purpose 

in poultry meat and meat products production facilities is to use all poultry slaughtered during the day as product 

within the order and to leave the least product on the stock side. However, the products requested in the orders from 

the customers may cause an imbalance in different products. The case of an imbalance may cause excess products 

to remain in stocks. For this reason, incoming orders are evaluated, and cut-off processes are applied in a way that 

they can be met at the maximum level and that the least product is left in stock. In the optimization made to eliminate 

the imbalance and leave the least product in stock, the demanded products are brought to the balance by applying 

deduction processes according to customer loyalty. The graphics in Figure 1 and Figure 2 show the monthly 

incoming order quantities according to the product groups of the poultry meat and meat products production facility 

and the poultry kg information needed for these order quantities. 

 

 

Figure 1. Total Order Quantities in 2020 
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Figure 2. Poultry to be Slaughtered to Meet the Total Order Quantities for 2020 (Kg) 

 

The ordered products change periodically, and if the products with the lowest shredding rate are ordered more, 

there are difficulties in meeting the orders. 

3.1. Determination of Raw Material Requirement Quantity for an Order and Deduction Procedures 

The raw material needed to produce an ordered product is obtained by dividing the ordered quantity by the ratio of 

the product type and completing it one hundred percent. In the event of fulfilling the order, the remaining raw 

materials can be used to fulfill orders in different product groups. However, if the density of the ordered products 

belongs to a single product group, it means that the products in the other product group cannot be used, and this is 

called an unbalanced order. The amount of raw material needed to meet the order is as much as the raw material of 

the product that will need the rawest material from the products in the order list. Calculation of raw material 

required quantity (RMRQ) is given in Equation (1). 

𝑅𝑀𝑅𝑄 =
𝑂𝑟𝑑𝑒𝑟 𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦 (𝐾𝑔) ∗  100

𝑃𝑜𝑢𝑙𝑡𝑟𝑦 𝑆ℎ𝑟𝑒𝑑𝑑𝑖𝑛𝑔 𝑅𝑎𝑡𝑒
      (1) 

To give an example of this process, let the orders given by a customer be as in Table 2: 

Table 2. Order Example 

Product Group Quantity 

Chicken Legs Hip 100 Kg 

Chicken Breast 50 Kg 

Chicken Wings 50 Kg 

 

According to the orders given in Table 2, in the preparation of the orders given by the customer: 
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‒ Chicken Legs Hip: 
100∗100

39,97
= ~250 𝑘𝑔 

‒ Chicken Breast: 
50∗100

48,36
= ~103 𝑘𝑔 

‒ Chicken Wings: 
50∗100

10,97
= ~477 𝑘𝑔 

Considering the maximum value among the obtained values, the amount of raw material required to meet the order 

will be determined. However, if this order is fulfilled, there will be a surplus for some product groups. 

‒ 477 ∗
48,36

100
= ~230 𝑘𝑔 𝐶ℎ𝑖𝑐𝑘𝑒𝑛 𝐵𝑟𝑒𝑎𝑠𝑡  

𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑑 𝐶ℎ𝑖𝑐𝑘𝑒𝑛 𝐵𝑟𝑒𝑎𝑠𝑡: 230 𝑘𝑔 − 50 𝑘𝑔 = 180 𝑘𝑔   

‒ 477 ∗
39,97

100
= ~190 𝑘𝑔 𝐶ℎ𝑖𝑐𝑘𝑒𝑛 𝐿𝑒𝑔𝑠 𝐻𝑖𝑝 

𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑑 𝐶ℎ𝑖𝑐𝑘𝑒𝑛 𝐿𝑒𝑔𝑠 𝐻𝑖𝑝: 190 𝑘𝑔 − 100 𝑘𝑔 = 90 𝑘𝑔  

As a result, 180 kg of chicken breast and 90 kg of chicken legs hip will remain in excess. In case we make a 40% 

cut in the chicken wings order to optimize the order: 

‒ Chicken Legs Hip: 
100∗100

39,97
= ~250 𝑘𝑔 

‒ Chicken Breast: 
50∗100

48,36
= ~103 𝑘𝑔 

‒ Chicken Wings (Amount of Deduction 40%): 

50

0,4
∗100

10,97
= ~273 𝑘𝑔 

With the deduction for the chicken wing order: 

‒ 273 ∗
48,36

100
= ~132 𝑘𝑔 𝐶ℎ𝑖𝑐𝑘𝑒𝑛 𝐵𝑟𝑒𝑎𝑠𝑡  

𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑑 𝐶ℎ𝑖𝑐𝑘𝑒𝑛 𝐵𝑟𝑒𝑎𝑠𝑡: 132 𝑘𝑔 − 50 𝑘𝑔 = 82 𝑘𝑔   

‒ 273 ∗
39,97

100
= ~109 𝑘𝑔 𝐶ℎ𝑖𝑐𝑘𝑒𝑛 𝐿𝑒𝑔𝑠 𝐻𝑖𝑝 

𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑑 𝐶ℎ𝑖𝑐𝑘𝑒𝑛 𝐿𝑒𝑔𝑠 𝐻𝑖𝑝: 109 𝑘𝑔 − 100 𝑘𝑔 = 9 𝑘𝑔  

As a result of the 40% cut for the chicken wing order, 82 kilograms of chicken breast and 9 kilograms of chicken 

legs hip increased. The less the amount of meat increased, the less the product remaining in the stock of the producer 

will be reduced, and the cost will also be reduced. 

4. Methods and Tools 

Daily order estimation was performed as a cumulative sum by querying separately for each customer and product 

information that has the right to order. Time series models are used for order forecasting processes. Time series 

forecasting stands as an extensively employed data science technique in sectors such as business, finance, supply 

chain management, production, and inventory planning [14]. Many estimation problems involve a temporal 

element, necessitating the estimation of time series data. Time series prediction is also a crucial domain in machine 

learning and can be approached as a supervised learning problem. Machine learning techniques like regression, 

neural networks, and support vector machines are applicable for time series predictions [15]. Time series 
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forecasting aims to predict future value over a given period of time [16]. It is used to guide future strategic decisions 

by developing models based on previous data and making observations with these models [17]. LSTM and 

Facebook Prophet are the most preferred models for order forecasting processes. 

4.1. Long Short-Term Memory Algorithms 

Long Short-Term Memory (LSTM) Networks are an artificial Recurrent Neural Network (RNN) architecture used 

to predict time series data [18, 19]. LSTM has the ability to retain long-term time-dependent information and the 

optimal hyperparameters of the network [20]. In the RNN, LSTM utilizes the memory cell to resolve long-term 

dependencies between data blocks of time series provided in the dataset. LSTM endeavours to overcome the 

difficulties by acquiring an accurate forecasting model and giving consideration to the intrinsic properties of the 

time series model. Also, one of the main advantages of LSTM is its ability to capture nonlinear patterns in time 

series data. At the data cleaning point, the LSTM algorithm focuses on replacing the missing values using 

appropriate techniques to correct the data string that is noisy and contains missing values. LSTM’s have feedback 

links. In addition to image data, they can process all data sequences such as speaking or video. A standard LSTM 

network comprises distinct memory blocks called cells [21]. Two states, namely the cell state and hidden state, are 

transmitted to the subsequent cell. These memory blocks are responsible for retaining information. There are three 

main mechanisms in the LSTM structure: input gate, output gate and forget gate [22]. Figure 3 shows the LSTM 

structure [23].  

 

Figure 3. Structure of LSTM 

 

In equations related to LSTM, these gates are i, o, and f; the operational memories of the network are denoted by 

the terms 𝐶 and �̃�. The cell remembers the values in the memory blocks, and these three gates regulate the flow of 

information entering and leaving the cell [24]. The LSTM estimation processes, which include the terms in Table 

3, are explained in three steps. 

 



 
Yucalar  J Inno Sci Eng 8(1):36-52 

 

44  

Table 3. LSTM terms 

Term Definition 

σ Sigmoid function 

ℎ𝑡−1 Previous hidden state vector 

𝑐𝑡−1 Previous cell state vector 

𝑥𝑡 Input vector to the LSTM unit 

𝑐𝑡 Cell state vector 

ℎ𝑡 Hidden state vector  

 

Step 1 – Forgetting doors that are not needed: Each input is associated with its respective weighted LSTM unit. 

In nonlinear transformations, the sigmoid activation function takes a value between 0 and 1. Information after 

processing, information in the storage memory unit is processed by ct-1. The input operation regulates the transfer 

of information from the previous period in the storage memory unit. It outputs xt of the current state and ht-1 of the 

previous state and analyses the historical output to decide which partitions to delete. For instance, in the case of an 

entry such as “Arya has a baby,” the name “Zeynep” may be forgotten since the subject is Arya. The gate is referred 

to as the forget gate ft and the gate output is determined as ft × ft-1 [6]. 

Step 2 – Identifying and saving the newly entered xt entry in the memory unit: By utilizing the sigmoid function, 

the decision to update or ignore new entries is made. Using the tanh function, new values are inputted, and the input 

updated to create vectors of all possible values. This new entry is added to the previous cell state vector (ct-1) to 

obtain the cell state vector (ct) [6]. 

Step 3 – Determining the output content: The memory unit computes all potential values through the tanh function, 

after which the matrix gets multiplied by the output of the sigmoid function. The hyperbolic tangent function is 

applied to non-linearly transform the updated value, and then the dot product determines whether the value will be 

smoothly output after the control calculation. For instance, when predicting blank words, the model leverages the 

names associated with "teacher" in memory, enabling it to promptly respond to the word "teach". It does not give 

a direct answer to the model but provides long-term learning outcomes [6]. 

LSTM alleviates the vanishing gradient problem stemming from the hindrance of backpropagation in RNNs [22, 

29]. LSTM networks use gated mechanisms that enable continuous error flow to overcome the vanishing gradient 

problem encountered by RNNs. Thanks to its ability to learn long-term dependencies and maintain long-term 

memory in complex multivariate time series containing patterns of varying lengths, it eliminates the need for a 

predefined time window. The LSTM networks, formed as a result of stacking recurrent hidden layers sequentially, 

enable the processing of time series data at different time scales and the acquisition of a richer set of temporal 

features. 

4.2. Facebook Prophet Algorithms 

Prophet is an open-source algorithm introduced by Facebook in February 2017 for generating time series models 

[25]. Prophet was designed to tackle common challenges at Facebook, such as predicting user activity across 

different parts of their application or prioritizing feature development. This algorithm enables data analysts and 

data scientists to perform fast, powerful, and accessible time series modelling. It is well suited for scheduling 

forecasting challenges for extended events (longer events like school holidays) or special events (one-day events 
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like Black Friday) [26]. 

When compared to certain traditional time series methods, Prophet is known for being simpler and more user-

friendly. Because it covers the Python and R language interfaces, a Python predictive analysis environment can be 

easily created for time series analysis [25]. These benefits that Prophet has provided illustrate why it is popular 

with data scientists who actually work on demand forecasting. The time series model in Equation (2) basically 

consists of the sum of three-time functions (growth: g(t), seasonality: s(t), holidays: h(t)) and a noise term (εt).  

𝑦(𝑡) = 𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡) + 𝜀𝑡      (2) 

The growth function is used to model the overall trend of the data. The growth trend in the data can be present at 

all points or modified at change points. The seasonality function, weekly, monthly etc. is a simple Fourier Series 

used as a function of time to represent periodic changes. The holiday function allows to make time estimations for 

changes related to special reasons such as holidays and festivals. Finally, εt represents the noise term [25]. 

𝑔(𝑡) =
𝑐

1 + 𝑒(−𝑘(𝑡−𝑏))
      (3) 

In Equation 3, g(t) is a logical function; where c representing the capacity of the model, k representing the growth 

rate and b representing the offset [25]. 

𝑠(𝑡) = ∑ (𝑎𝑛 cos
2𝜋𝜋𝑛

𝑇
+ 𝑏𝑛 sin

2𝜋𝜋𝑛

𝑇
)

𝑁

𝑛=1

      (4) 

In Equation 4, s(t) denotes the periodic term that uses the Fourier series to estimate the periodic component. In this 

equation, T is the period and 2n is the expected number of cycles to be used in the model [25]. 

ℎ(𝑡) = ∑ 𝐾𝑖1(𝑡𝜖𝐷𝑖)

𝐿

𝑖=1

      (5) 
 

𝑍(𝑡) = [1(𝑡 ∈ 𝐷1),∧ ,1(𝑡 ∈ 𝐷2)]      (6)  

ℎ(𝑡) = 𝑍(𝑡)𝜅, 𝜅~ 𝑁𝑜𝑟𝑚𝑎𝑙(0, 𝑣)      (7)  

h(t) allows a time estimation to be made, considering the probability that a holiday or an event will change in the 

future. In Equation 5, Ki denotes the effect of holidays in the period on the predicted value and Di stands for the 

fourth dummy variable. If the time variable t belongs to the dummy variable, the dummy variable takes a value of 

1; otherwise, it takes a value of 0. i represents the holiday, Di represents the time t included in the window [25]. 

The working principle of the forecasting process used in Facebook Prophet is given in Figure 4. 
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Figure 4. Forecasting Process in Facebook Prophet 

4.3. Performance Evaluation Metrics 

Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE) are 

the metrics that are commonly used to check the accuracy of the predictions made. The smaller the values obtained 

from the calculations for these three metrics, the smaller the estimation error [27]. 

 

Mean Absolute Error (MAE): It is a measure of the errors between the estimate and the actual value of each data. 

The MAE method sums the absolute values of each data error and then calculates the mean error with the formula 

in Equation (8) [27, 28]. 

𝑀𝐴𝐸 =
1

𝑘
∑(𝑦𝑡 − 𝑓�̅�)2

𝑘

𝑡=1

      (8) 

Mean Absolute Percentage Error (MAPE): It is a metric employed to assess the accuracy of a forecasting method, 

typically expressing forecast accuracy as a percentage. When the MAPE value is less than 10, it indicates the 

model's high accuracy. When the MAPE falls between 10 and 20, the model serves as a good estimator. A MAPE 

value between 20 and 50 suggests the model is a reasonable estimator. However, if the MAPE value is greater than 

50, the model fails to produce correct results [27, 28]. The calculation of MAPE is demonstrated in Equation 9. 

𝑀𝐴𝑃𝐸 =
1

𝑘
∑ |

𝑦𝑡 − 𝑓�̅�

𝑦𝑡
| ∗ 100

𝑘

𝑡=1

      (9) 

Root Mean Square Error (RMSE): It is a metric utilized to assess the mean difference between the predicted 

values and the true values of a statistical model [28]. RMSE is calculated with the help of the formula in Equation 

10. 

𝑅𝑀𝑆𝐸 = √
1

𝑘
∑(𝑦𝑡 − 𝑓�̅�)2

𝑘

𝑡=1

     (10) 
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5. Data Preparation 

Historical order data from a poultry meat and meat products production facility were used for the estimations. This 

data includes order information from 2012 to 2021. The studies carried out to clean and organize the data are 

handled in the form of preparing customer-product-based data and arranging previous orders in case of an increase 

or decrease in customer demands. 

5.1. Customer-Product Based Data Preparation 

Customer order data includes different products from different product groups. Estimates made are based on 

customer product group. To carry out these transactions, existing orders are grouped according to order date, 

customer, and product categories. In addition, the order quantities for each product category were obtained. There 

are cancelled or repeated records in the data. For such records, elimination processes were carried out by looking 

at the order date-time, quantity, and product information. Elimination of cancelled or repetitive orders is also 

provided for each new order. 

5.2. Arrangement of Past Orders According to Increase or Decrease in Customer Demands 

A customer ordering a poultry meat and meat products production facility may increase or decrease in order 

quantities over time. In such cases, some adjustments are made to the previous order quantities for the estimations 

to be made. With these regulations, it is aimed to process the orders given in the past and today with the correct 

coefficient and to increase the accuracy of the estimations made. This process is achieved by obtaining a coefficient 

value by proportioning the orders made by the customer from the relevant product group and multiplying all orders 

with this coefficient value. Orders have been evaluated in 3-month seasonal periods for the arrangements to be 

made in order quantities. The maximum and minimum order quantities given by the customer from the relevant 

product group in each season were obtained, and these quantities were summed for each period and the weighted 

average was taken. By dividing the current season average with the previous season average, the ratio obtained 

with the order quantities entered in the previous season is ensured. 

5.3. Arrangement of Days According to Past Order Information 

Due to the fact that the daily capacity of the poultry meat and meat products production facility is certain and not 

all orders from all customers can be fulfilled with this capacity, the days that customers can place orders are limited. 

This restriction has been implemented for certain days of the week according to customer capacity. The days of the 

week that the customer will place an order on are determined annually and the customer is ensured to place an order 

only for the specified days. For example, a customer who is entitled to order on Mondays, Wednesdays and Fridays 

does not have the right to order on other days and the order quantity to be estimated due to this situation should be 

calculated as zero. In addition, giving the customer the right to order for a different day than the order days 

determined for the last year will cause problems in the estimation processes. For these cases, issues such as the 

number of days for which order right is granted in the current year is equal to previous years, the number of days 

for which order right is granted in the current year is less than previous years, and the number of days for which 

order right is granted in the current year is more than previous years. 
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6. Forecasting Customer Product Based Orders in Poultry Meat and Meat Products Production 

Facility 

Forecasting processes, utilizing LSTM and Prophet models, were conducted on orders placed by a customer 

between the years 2013 and 2021. The training process for the estimation processes was carried out using three 

different processed data sets, and the results were evaluated on the root mean square error metric [5]. Forecasting 

processes are handled in three different ways: training and forecasting with the eliminated data of repeated and/or 

canceled orders, training, and forecasting by applying customer growth coefficient processes, arranging customer 

order day changes in historical data, and training and forecasting. Experimental studies on LSTM and Facebook 

Prophet models were carried out on Kaggle Notebooks. Examples from the dataset used in the training of the model 

are presented in Table 4. 

Table 4. Dataset example 

Order Date Quantity Month Week Weekday 

12/20/2021 10 12 52 Monday 

12/21/2021 0 12 52 Tuesday 

12/22/2021 19 12 52 Wednesday 

12/23/2021 0 12 52 Thursday 

12/24/2021 23 12 52 Friday 
 

6.1. Forecasting Made Using LSTM Algorithm 

With the data preparation processes in the previous section, the customer's order data had repetitive orders cleared. 

The training phase utilized 80% of the data sets, while the remaining 20% was allocated for testing. For the training 

processes on the side of the LSTM model, estimations were made by looking back at the last 15 days before the 

relevant order date on each order day. The number of revolutions used in model training was determined as 35 

through various experiments. The accuracy of the data obtained because of the training was provided with the root 

mean square error metric. The first data set to be trained with the LSTM model was provided over the data obtained 

by cleaning the repetitive orders. While performing this process, records that do not have an order entry in the data 

set are not included in the training and estimation. In the training and test processes, the root mean squared error 

values were obtained as 19.11 for the training data and 24.30 for the test data. 

Another estimation process was carried out with the data obtained together with the cleaning of the repetitive orders 

in the data set, the periodic ratio and arrangement of the order data. While performing this process, records that do 

not have an order entry in the data set are not included in the training and estimation. In the training and test 

processes, the root mean squared error values were obtained as 9.02 for the training data and 8.39 for the test data. 

The final estimation process was carried out on the data obtained by cleaning the repetitive orders in the data set, 

arranging the order data periodically, and arranging the customer's order weekdays in the past years. While 

performing this process, the records that do not have an order entry in the data set are included in the training and 

estimation because they consist of fixed days. In the training and test processes, the root mean squared error values 

were obtained as 6.86 for the training data and 7.07 for the test data. The RMSE values obtained by using the LSTM 

algorithm on the data sets are shown in Table 5. 
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Table 5. RMSE values obtained by using LSTM algorithm on datasets 

Data Sets 
RMSE Values 

Training Test 

1st Data Set 19.11 24.30 

2nd Data Set 9.02 8.39 

3rd Data Set 6.86 7.07 
 

6.2. Forecasting Using Prophet Time Series Algorithm 

To determine the holidays, the Facebook Prophet algorithm was not used in data sets where repetitive order data 

were deleted, and the data were periodically proportioned and arranged. It is ensured that this algorithm is used 

only in the data set in which customer order days are adapted to previous years. 

The first data set to be trained with the Prophet model was carried out with the data obtained by cleaning the 

repetitive orders. While performing this process, records that do not have an order entry in the data set are not 

included in the training and estimation. In the training and test processes, the root mean squared error values were 

obtained as 13.11 for the training data and 13.98 for the test data. 

Another estimation process was carried out with the data obtained together with the cleaning of the repetitive orders 

in the data set and the periodic ratio and arrangement of the order data. While performing this process, records that 

do not have an order entry in the data set are not included in the training and estimation. In the training and test 

processes, the root mean squared error values were obtained as 11.07 for the training data and 12.39 for the test 

data. 

The final estimation process was carried out based on the data obtained by cleaning the repetitive orders in the data 

set, arranging the order data periodically and arranging the weekdays of the customer's orders in the past years. 

While performing this process, the records that do not have an order entry in the data set are included in the training 

and estimation because they consist of fixed days. In the Prophet model, the days when the customer cannot place 

an order are determined as holidays. In the training and test processes, the root mean squared error values were 

obtained as 9.08 for the training data and 10.96 for the test data. The RMSE values obtained by using the Prophet 

algorithm on the data sets are shown in Table 6. 

Table 6. RMSE values obtained by using Prophet algorithm on datasets 

Data Sets 
RMSE Values 

Training Test 

1st Data Set 13.11 13.98 

2nd Data Set 11.07 12.39 

3rd Data Set 9.08 10.96 
 

7. Conclusions  

In this study, the studies carried out to optimize the difficulties experienced in both meeting the raw material needs 

and meeting the order demands from the customers in the poultry meat and meat products production facilities are 

discussed. At this point, a study was carried out to meet customer order demands at the most optimum level by 
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making daily order estimations considering the past order data of a poultry meat and meat products production 

facility. When the literature is reviewed, it is seen that there are many different studies for customer order 

forecasting, but these studies are insufficient for poultry meat and meat products production facilities. Detailed 

research was conducted on meeting the incoming order demands of poultry meat and meat products production 

facilities. With the research, 9 years (between 2013-2021) order data of a poultry meat and meat products 

production facility were collected in order to predict customer order demands, and data sets were created by 

grouping these data on customer and product basis. In the created data sets, pre-processes were applied to clear the 

repetitive orders, to rate the previous orders periodically, and to adjust the previous orders on a week-by-day basis 

based on the customer's weekly order days of the previous year. 

Three different data sets obtained were trained and tested with LSTM and Facebook Prophet models. Root mean 

squared error values were calculated for each data set. In the results obtained, it has been observed that the pre-

processing applied to the data set has a successful effect on the estimation. In the case of applying all pre-processes 

in the LSTM model training, the root mean squared error value was 7.07, while in the Facebook Prophet model, 

this value was calculated as 10.96. In line with the data set used, it was observed that the LSTM model was more 

successful than the Facebook Prophet model. With the help of these estimates, the poultry meat and meat products 

production facility will be able to make stock and production planning for the future. In addition, it will be able to 

meet customer order demands at the optimum level with the least amount of product remaining in stock. The study 

was carried out with the customer order requests of the poultry meat and meat products production facility. In 

addition, the study revealed that order demands change in product price transitions. In the future, studies can be 

carried out to obtain more accurate results based on the product price transitions of the poultry meat and meat 

products production facility. 
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Abstract 
 
Boron Enterprise Facilities are located in Kütahya-Emet, Eskişehir- Kırka and Balıkesir-Bigadiç 

regions in Türkiye. Waste materials containing a sum of boron (15-20%) occur during boron 

beneficiation with different mining procedures. Boron mine wastes are not evaluated completely 

in any sector. In the scope of this study, boron mine wastes from Kırka Boron Enterprise Facility 

were used as raw material in the production of one-part geopolymer binder by alkali fusion 

method. The effect of sodium hydroxide dosage (%4, %6, %8 and %10) and calcination 

temperature (600 °C, 650 °C and 700 °C for 4h) on compressive strength and microstructure was 

investigated. Test results showed that one-part geopolymer binder can be produced from boron 

wastes by using alkali fusion method. The highest compressive strength of 29,1 MPa was 

obtained by using 4% NH and calcination at 650 C for 4h. Furthermore, the formation of new 

crystalline phases in geopolymer binders at higher calcination temperature caused a decrease in 

compressive strength values. The main reaction product of the one-part geopolymer based on 

boron wastes is Mg and Na incorporated C-(Mg, Na)S-H structure. 
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1. Introduction 

Türkiye has 74% of world proven boron reserves [1]. The boron reserves in our country are located in Kütahya-

Emet, Bigadiç-Balıkesir and Kırka-Eskişehir. The number of different boron minerals is around 230.The most 

important boron minerals in terms of commercial value and availability in Türkiye are tincal, colemanite and 

ulexite. While the tincal mineral is just in Kırka, the colemanite and ulexite minerals are in Emet, Bigadiç and 

Kestelek. Boron is a strategic mine that has been commonly used in a lot of different industrial areas such as 

nuclear, construction, ceramic and etc. 

The boron mine wastes having %15-20 B2O3 are created during the enriching process of boron mine via different 

mining methods to produce various boron compounds such as boric acid, hydrated borax, and sodium perborates 

[2-4]. These wastes cannot be used at any sector and have to be stored at waste dams by boron enterprises. 

Furthermore, the storage of these wastes as open to atmosphere results in several enviromental problems such as 

water, air and soil pollutions because the boron minerals in these wastes dissolve by the rain water [5,6]. This 

situation may generate a risk in terms of people who live near the Boron Enterprise Facilities. In literature, there 

are several investigations as to the use of boron waste especially to produce concrete [7], Portland cement [8] or 

based mortar [9,10] and brick [4,6,11]. 

Portland cement is the most extensively used binder in the world to produce construction materials such as concrete, 

mortar, etc. However, the raw materials (limestone and clay) used in the production of Portland cement bring about 

the devastation of the natural habitat and the production of the Portland cement leads to emissions of hazardous 

gases such as CO2, SO2, NOX, etc. considerably damage to natural habitat.  The complex compounds  in Portland 

cement such as C2S, C3S, C3A and C4AF occur at 1300 °C-1400 °C, so the energy comsumption rises to high level 

during production of Portland cement. Therfore, the production of greener binders alternative to Portland cement 

has been one of the significant research studies in recent years.  These studies have genereally focused on the 

production of two-part geopolymer binders. Nevertheless, the alkali activators used in two-part systems are 

corosive which, is risky for human health. Moreover, the feasibility of two-part geopolymer binders is difficult for 

concreting in-situ [12,13]. 

Researchers have focused on the production of one-part geopymer binders (just add water) in recent years due to 

the above mentioned reasons. One- part geopolymer binder can be produced three different methods, mixing solid 

raw material and solid activator, grinding solid raw material and solid activator together and alkali fusion. Alkali 

fusion is a method which is used to synthesise one-part geopoymer binders. Raw materials together with alkalis are 

calcined at high-temperatures. A limited number of  studies on the geopolymer binders produced by alkali fusion 

method have been published up to now. 

Ye et al. [14] prepared various dry mixes of red mud and sodium hydroxide at certain ratios. The prepared dry 

mixes were calcined at 800°C for 1h. Red mud based geopolymer binders produced via alkali fusion method was 

replaced with silica fume at certain ratios to prepare geopolymer pastes. Ye et al. [14] reported that the compressive 

strength values of paste specimens improved significantly with the increasing silica fume and decreasing 

water/binder ratio.  Abdel-Gawwad and Khalil [15] prepared a dry mix consisting of 60% cement kiln dust and 

40% feldspar. The dry mix was calcined via alkali-fusion method to obtain one-part geopolymer binder. The effects 

of calcination temperatures (1200 °C and 1300 °C) and the calcination durations (2h and 3h) and the amount of 
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sodium hydroxide (10% and %20) were investigated on geopolymer pastes. A compressive strength value of 52 

MPa was obtained at 28d.  Peng et al. [16] produced the geopolymer clinker by calcining bentonite with both 

sodium carbonate and sodium hydroxide. The calcination temperatures were 700 °C, 850 °C and 1000 °C and the 

calcination duration was 3h. Peng et al. [16] reported that the compressive strength of geopolymer paste obtained 

with geopolymer clinker that was produced by calcining the mixture of bentonite + sodium hydroxide (25%) at 

1000 °C was 45 MPa while bentonite + sodium carbonate (33%) at 850 °C was 55 MPa at 210d. Ke et al. [17] 

calcined the blend of red mud and sodium hydroxide at 800 °C for 1h. Sodium hydroxide ratios were adjusted as 

5%,10% and 15% Na2O of red mud.  Ke et al. [17] reported that the geopolymer paste specimens prepared with 

red mud based geopolymer binder having 5% sodium hydroxide gained the strength after 14d. Notwithstanding, 

the geopolymer paste specimens which were prepared with red mud based geopolymer binder having 10% and 

%15 sodium hydroxide gained 10 MPa and 8 MPa compressive strength in 7 days, respectively.  

In the scope of this study, the use of boron mine wastes procured from Kırka Boron Enterprise Facility as a raw 

material was investigated to produce one-part geopolymer binder via alkali fusion method. The effects of different 

calcination temperatures (600 °C, 650 °C and 700 °C) and Na2O ratios (4%, 6%, 8% and 10%) were investigated 

on compressive strength and microstructure.  

2. Materials and Methods 

2.1. Materials 

The XRF analysis of raw and calcined boron mine wastes were given in Table 1. The XRF result of calcined boron 

mine was obtained from powder specimen calcined at 600 °C for 1h without using alkali fusion method. 

Furthermore, pellet sodium hydroxide with 97%-purity (TEKKIM®) was used as an alkali activator during the 

calcination process. Standard silica sand (LIMAK®) was used to produce mortar mixtures.    

Table 1.The chemical compositions of raw and calcined boron mine waste 

Waste Type 
Oxides, by weight (%) 

SiO2 CaO Al2O3 B2O3 MgO K2O Fe2O3 Na2O SO3 TiO2 LOI 

Raw  19,20 16,12 1,47 6,40 18,60 0,68 0,31 4,81 0,24 - 32,17 

Calcined 25,21 22,03 1,59 7,34 24,55 0,93 0,40 5,55 0,38 - 12,03 

 

2.2. Methods 

Boron mine wastes were dried in an oven at 100 °C for 24h before they were calcined via alkali fusion method. 

After the drying process, boron mine wastes were grinded in a ball mill at 400 rpm and for 2 minutes. Sodium 

hydroxide solutions having different Na2O ratios (4%, 6%, 8% and 10%) were prepared one day before the 

calcination process. Then, grinded boron mine wastes and sodium hydroxide solutions with a water/binder ratio of 

0.37 were mixed together. The obtained paste mixtures were firstly shaped as a ball-bearing form to avoid the 

negations, such as melting and bonding to vessel, during the calcination process. Then, the paste mixtures were 

calcined at different calcination temperatures (600 °C, 650°C and 700 °C) for 4h at a high-temperature oven. The 

calcination temperatures used in this study were determined according to the TG/DT analysis of raw boron waste 

given in Figure 1. 
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Figure 1. TG/DT analysis of boron waste 

It is shown from Figure 1 that new exothermic  peak  has occurred at higher temperatures (at about  700 °C), which 

means that the cristalinity of calcined boron waste has increased and the reactivity of calcined boron wastes 

decreased. Calcined boron mine wastes were suddenly cooled to room temperature at the end of calcination process, 

and they were grinded again in a ball mill at 400 rpm and for 3 minutes. After the ball mill process, the d90 value 

of calcined boron mine wastes was about 30µ. 

 Geopolymer mortar mixtures were produced by using laboratory type mixer. The aggregate/binder ratio of all 

geopolymer mortar mixtures were constant as 2.5. Initially, the geopolymer binders and standard sand were mixed 

in a dry state together to obtain homogen mixtures during 1 minute. Then, tap water was slowly added, and the 

mixing process continued during 3 min. Fresh geopolymer mortars were cast into steel molds (in size 50x50x50 

mm) and compacted for 30 sec. The water/binder ratio of prepared geopolymer mortar mixtures was 0.52. After 

casting, the surface of geopolymer specimens open to atmosphere was covered with a nylon bag to avoid 

evaporation. The geopolymer specimens were left in laboratory conditions for 16h and then cured at 100 °C for 

24h. After curing, the compressive strength values of geopoymer mortar specimens were determined in accordance 

with ASTM C109/C109M [18]. Finally, the SEM/EDS and XRD analyses were performed on the selected 

geopolymer paste specimens.        

3. Results and Discussion 

3.1. Compressive Strength Results of Geopolymer Mortars 

Twelve geopoymer binders were produced at different calcination temperatures, Na2O ratios and constant 

calcination duration via alkali fusion method along this study. It is importantly noticed that the mixtures codes were 

shortened as SH(A)-(B). SH is the abbreviation of sodium hydroxide. The A represents the Na2O ratio while the B 

represents the calcination temperature. The water/binder ratio and calcination duration that were kept constant for 

all geopolymer binders were 0.52 and 4h, respectively. 

The compressive strength results of geopolymer mortar specimens were presented in Figure 2. The increase in 

calcination temperatures from 600 °C to 650 °C, without taking into account Na2O ratios, resulted in improving the 
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compressive strength values of geopolymer mortars between 32% and 67%. While the minimum compressive 

strength value was 16.3 MPa at 600 °C for geopolymer mortars having 10% Na2O, the maximum increase rate 

(67%) between geopolymer mortars at 650 °C was obtained from mortars with 10%Na2O. The compressive strength 

values of geopolymer mortars at 700 °C decreased as compared to 650 °C. The decrease in the strength was more 

pronounced for 4% and 6% Na2O. This situation may be associated with the formation of new crystalline phase in 

geopolymer binders at higher calcination temperature.  

As shown in Figure 2, the effect of Na2O ratio on compressive strength values was found limited at 600 °C and 650 

°C. The compressive strength values of the mortars prepared with geopolymer clinker calcined at 600 °C increased 

up to 8% Na2O ratio while the compressive strength value of geopolymer specimens with 10% Na2O decreased. A 

similar trend was observed at 700 °C. Furthermore, the compressive strength values of geopolymer mortar 

specimens having 4% Na2O and 6% Na2O ratios at 650 °C were obtained equal as 29.1 MPa. However, the 

compressive strength values decreased at higher Na2O ratios. According to the obtained compressive strength 

results, the calcination temperature is a more effective parameter than the Na2O ratio. Consequently, the optimum 

calcination temperature regardless of Na2O ratios was determined as 650 °C.  

 
Figure 2. The compressive strength values of geopolymer mortars 

3.2. Microstructure 

In this section, four one-part geopolymer pastes (SH4-600, SH4-650, SH4-700 and SH10-700) were selected to 

determine the effect of different calcination temperatures and Na2O ratios on the microstructures. Thus, XRD and 

SEM/EDX analyses were performed on the selected geopolymer pastes. Furthermore, XRD analysis of raw boron 

waste was performed to reveal the crystalline phases. XRD pattern of raw boron waste was illustrated in Figure 3. 

As shown in Figure 3, raw boron waste consisted of some crystalline phases such as dolomite, tincalconite and 

quartz. The most dominant phase in terms of intensity and count was dolomite.      
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Figure 3. XRD analysis of raw boron waste 

XRD patterns of selected geopolymer pastes were shown in Figure 4. After alkali fusion process, the crystalline 

phases in raw boron waste disappeared and was converted to the new crystalline phases. According to Figure 4, all 

geopolymer pastes consisted of brucite (Mg (OH)2, PDF Card Nr:01-073-8391), merwinite (PDF Card Nr: 04-011-

6738), monticellite (PDF Card Nr: 00-035-0590), sodium oxide (PDF Card Nr: 00-001-1105), riversideite 

(Ca5Si6O16(OH)2, PDF Card Nr:00-029-0329) and magnesium oxide (PDF Card Nr: 01-080-4184) crystal phases. 

However, the intensities of phases were different from each other. Merwinite (Ca3Mg (SiO4)2) and monticellite 

(CaMgSiO4) are a member of group of magnesium silicate. There is a peak for all geopolymer pastes about 29-30 

°C (2ϴ) belonging to riversideite phase. Riversidiete is a member of the group of tobermorite gel (C-S-H), which 

has binding property that improves the compressive strength of geopolymer pastes. Thus, the improvement in 

compressive strength values for all geopolymer pastes can be explained with the formation of this phase.  

If the intensities and counts of peaks has increased, the crystallinity degree of geopolymer paste has increased. This 

situation induces decrease in the compressive strength values of geopolymer paste. For example, the peak 

intensities of SH4-600 paste was found higher than that of SH4-650 paste such as SO, MO and MH. Therefore, the 

compressive strength value of SH4-650 (29.1 MPa) was obtained higher than the compressive strength value of 

SH4-600 (17.6 MPa). There was a similar situation between SH4-700 and SH10-700. The crystallinity degree of 

SH4-700 was higher than SH10-700 and so the compressive strength value of SH10-700 (25.7 MPa) was obtained 

higher than SH4-700 (19.4 MPa). Finally, it can be seen from the test results that the XRD results and the 

compressive strength results were compatible with each other.  
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Figure 4. XRD patterns of geopoymer pastes (ME: Merwinite; M: Monticellite; SO: Sodium Oxide; MO: Magnesium Oxide; 

MH: magnesium hydroxide; RI: riversideite) 

SEM images of geopolymer pastes were illustrated in Figure 5. The morphology of SH4-650 paste is denser than 

SH4-600 and SH4-700 pastes. The reaction products of SH4-650 has uniformly filled the voids with respect to 

SH4-600 and SH4-700. It explains the higher compressive strength value of SH4-650 as compared to SH4-600 and 

SH4-700 (Figure 2).  The morphology of SH4-600 and SH4-700 was similar to each other like the compressive 

strength values. Furthermore, the matrix phase SH10-700 is denser with fewer voids than SH4-700 paste, which 

results in an increase in the compressive strength values. According to EDX analysis on SH4-600 paste having the 

lowest compressive strength, the reaction product marked with a circle on the SEM image in Figure 5, consists of 

Ca, Si, Mg and Na. The atomic ratios of Ca, Si, Mg and Na have been about 10%, 7%, 2% and %41, respectively. 

Ca/Si ratio was determined as 1.44 in this region. Therefore, it can be concluded that Mg and Na incorporated C- 

(Mg, Na)-S-H gel occurred as a binding phase in the light of EDX and XRD results. Furthermore, the excess of Na 

in this region derives from sodium oxide which was determined as crystalline phase as shown in Figure 4.  

 

SH4-600 SH4-650 

SH4-700 SH10-700 
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Figure 5. SEM images of geopolymer pastes 

4. Conclusion 

In the present study, boron mine waste discarded from Kırka Boron Enterprise Facility was used in the production 

of one-part geopolymer binder. The effects of calcination temperatures (600 °C, 650 °C and 700 °C) and Na2O 

ratios (4%, 6%, 8% and 10%) of the geopolymer clinker on the compressive strength and microstructure of one-

part geopolymer have been investigated. The obtained results in the scope of this study are as follows, 

 

• The compressive strength values of geopolymer mortars increased by increasing the calcination 

temperature from 600 °C to 650 °C. On the other hand, with the increase in the calcination temperature 

from 650 °C to 700 °C, the compressive strength values of geopolymer mortars decreased. This situation 

is related to increase of the degree of crystallinity degree at higher calcination temperature. The more 

compressive strength values were obtained from geopolymer mortars which was calcined at 650 °C. The 

highest compressive strength value with 29,1 MPa was obtained from SH4-650 geopolymer mortar. 

• The effect of Na2O ratio of the geopolmer binders on compressive strength values was not as effective as 

calcination temperature. 

• All geopolymer pastes have consisted of brucite  merwinite, monticellite, sodium oxide, riversideite and 

magnesium oxide crystal phases.Mg-Na incorparated C-(Mg,Na)-S-H gel has occured as a reaction product 

which is responsible for high compressive strength. 

• Test results showed that one-part geopolymer binder can be produced from boron wastes by using alkali 

fusion method. One-part geopolymer binder can be obtained at low activator dosage as compared to two-

part geopolymer binder. 

SH4-600 SH4-650 

SH4-700 SH10-700 
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Evaluation of Cutting Temperature and Optimization in Milling of GGG60 Cast Iron 

  
 

Abstract 

Spheroidal graphite cast irons have increased ductility, tensile strength, and toughness 

compared to other cast irons. Additionally, it can be mentioned that choosing spheroidal 

graphite cast iron over steel material has a better machining feature. In this study, face milling 

operations were carried out using GGG60 material and different inserts, feed, and depth of 

cut. The Taguchi method was used for the experimental design, and 27 experiments were 

performed. During the experiments, a thermal camera measured the temperature from the 

cutting zone. Experimental results were evaluated with analysis of variance and graphics, and 

cutting parameters were optimized. As a result of the optimization, optimum parameters for 

minimum temperature, TiAlN coated insert, 300 m/min cutting speed, 0.30 mm/tooth feed 

rate, and 0.5 mm depth of cut were found. According to the results obtained from the study, 

the most influential parameter affecting the temperature was the cutting speed. In addition, the 

TiAlN-coated insert has been observed as the most suitable coating type for minimum 

temperature. 

 

Keywords: GGG60, Face milling, Taguchi, Optimization, Cutting temperature. 
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1. Introduction 

Cast irons can be produced more efficiently in addition to their mechanical properties such as hardness, wear resistance, 

machinability, corrosion resistance, and strength. They have widely used engineering materials because they are 

economical [1]. Cast irons' machining depends on the casting's type and microstructure. While machining white cast 

iron is difficult, ferritic casting is more accessible than other cast irons. The machinability of spheroidal graphite cast 

iron, vermicular graphite cast iron, and alloyed and tempered cast irons are between white and ferritic castings [2]. 

Nodular graphite cast irons are used in many sectors, such as mining, machinery manufacturing, agricultural products, 

transportation, and construction. The mechanical properties of these materials are pretty good, and their corrosion 

resistance is high. Generally, cast irons are brittle. Spheroidal graphite cast irons, on the other hand, have an extremely 

tensile structure [3]. 

The surface quality of the material under processing is adversely affected by deformations in the cutting tools used in 

machining. The loss of tool life is the most significant of these drawbacks. One of the most important elements 

determining the cost of the cutting tools, or the production expenses, is the shortening of their lifespan. Therefore, it is 

important to know the parameters affecting tool life and to develop measures to control them [4]. Good mechanical 

properties are one of the most critical factors distinguishing it from other materials. In addition, the machining of the 

material is as necessary as the mechanical properties. Improving the machining of engineering materials is an industrially 

important parameter as it will reduce manufacturing costs. 

As a result, several studies on machining can be found in the literature. When the literature is analyzed, certain studies 

claim that the alloying elements added to the material significantly impact the microstructure, mechanical characteristics, 

cutting force, and surface roughness of ductile cast iron and austempered ductile cast iron [5, 6]. Again, in some studies, 

it is stated that low austempering temperature decreases the surface roughness values while increasing the cutting forces 

in the machining of spheroidal graphite cast iron and austempered spheroidal graphite cast iron. It has also been stated 

that increasing the cutting speed reduces the vibration during the cutting process [7, 8]. In addition, various studies 

investigate the abrasive wear behaviour of austempered spheroidal graphite cast irons, the effect of cooling in the 

austempering process, and the effect of austempering temperature and time on machining [9-11]. Moncoda et al. 

investigated the parameters affecting the machinability in turning austempered cast irons [12]. The wear types that occur 

in cutting tools in cast iron machining are abrasive, adhesive, and diffusion wear. The cutting tool properties sought in 

cast iron machining are high hardness and chemical stability. Besides sintered carbides, ceramic cutting tools are also 

used in cast iron machining [13]. Marwanga et al., in the turning process, investigated the changes in the microstructure 

of cast irons during machining [14]. Ahmet et al. Their study investigated the effect of machining conditions and material 

structure on the stress between the pencil and the part in the turning of four different lamellar graphite cast irons. Their 

study determined that the most significant factor in the stress difference increase was the amount of graphite in the total 

cross-section [15]. Kaçal et al. investigated the cutting tool wear and surface roughness during GGG70 ductile cast iron 

milling. According to the test results, it was observed that the surface roughness increased with the increase of the feed 

rate [16]. Kahraman et al., In their study, investigated the effect of austempering temperature and time on the surface 

roughness in the milling of vermicular graphite cast irons. In their research, they observed that the austempering heat 

treatment improved the surface quality of the materials [17]. Çakıroğlu and Uzun, in their study, performed the modeling 
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of the cutting force and workpiece surface roughness in the milling of vermicular graphite cast irons with artificial neural 

networks. As a result of the obtained mathematical model, it was seen that there was a harmony between the predicted 

values and the experimental results [18]. Askun et al., In their study, evaluated the machinability of spheroidal graphite 

cast irons alloyed with Ni and Cu in terms of cutting forces and surface qualities [19]. Avishan et al. investigated the 

effect of depth of cut on the machinability of alloyed austempered cast iron. As a result of their studies, they stated that 

reducing the depth of cut would not improve machinability [20]. Saraswati et al. investigated the mechanical properties 

and drillability behaviour of glass-sisal-epoxy hybrid composite material containing fillers such as fly ash and graphene. 

In addition, the mechanical and physical properties of the composite material used in their studies, such as tensile, 

bending, impact resistance, hardness, density and water absorption percentage, were also examined [21]. Pradhan et al. 

machined complex-shaped tapered holes using hot, abrasive jet machining. In their work, they conducted experimental 

studies to evaluate the abrasive footprint effect for hot, abrasive jet machining on surface roughness. They also modelled 

experimental studies using computational fluid dynamics [22]. Mahapatra et al. applied a hard turning process to AISI 

H13 steel using nanofluid with a minimum quantity of lubrication. The experiments measured tool vibration and surface 

roughness and analyzed chip morphology. In the experiments, AlTiNSiN nanocomposite-coated cutting tools were used 

[23]. Pradhan et al. performed the turning process on Functionally Graded material using nano-fluid-assisted minimum 

amount lubrication, and the machined surface and chip morphology were examined. In their study, they used three 

different spindle speeds, three different feeds and three different cutting depths. They chose the Taguchi L27 orthogonal 

array for the experimental design. Microstructure images of the machined surfaces were also examined with a scanning 

electron microscope [24]. Jena et al. applied hard turning to high-strength, low-alloy AISI 4340 steel. Their study 

modelled the surface roughness and optimized the cutting parameters. For the experimental design, the Taguchi L16 

orthogonal array was selected. According to the ANOVA analysis performed in the study, it was stated that feed rate 

and cutting speed were effective parameters on surface roughness [25]. HAJM (Hot Abrasive Jet Machining) is a non-

traditional process in which heated abrasive particles are sprayed at high speed and pressure. Pradhan et al. Their study 

applied the HAJM machining process, which uses SiC abrasive parts, to S3N4 material. In the study, regression models 

were created for all experimental results. The microstructures of the part surfaces after processing were analyzed using 

a scanning electron microscope. Additionally, CFD simulation was used, and RSM and genetic algorithms were also 

used [26]. 

When the literature was examined, no study was found to examine the cutting temperatures and evaluate the effects of 

cutting parameters in the face milling process of GGG60 material. In addition, the article has a unique value in using the 

Taguchi methodology in this study. In the study, L27 (34) Taguchi orthogonal array was chosen. Instead of 81 full 

factorial designs, 27 experiments were performed [27]. Experimental results were evaluated with Analysis of Variance 

(ANOVA) and 3D graphics. In addition, Taguchi's predictive values and experimental outcomes were compared. 
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2. Material and Methods 

This article investigated the effects of cutting parameters on the cutting temperature in the face milling process of 

GGG60 cast iron, and the cutting parameters were optimized using the Taguchi method. The recommended dimensions 

for the test sample to be milled according to the ISO 8688-1 standard are at least three times the length and 0.6 times the 

cutting width of the tool holder diameter used [28]. Considering this situation, specially cast GGG60 spheroidal graphite 

cast iron was used in the milling experiments. The technical specifications of GGG60 cast iron are shown in Tables 1 

and 2. 

Table 1. GGG60 cast iron components (Matweb) 

C Fe Mn P S

i 

S 

%3.2

5-3.7 

%92.83

-94.19 

%0.1

0-

0.30 

%.0.15-

0,080 

%

2

.

4

-

3 

%0.005

-0.020 
 

                 Table 2. Mechanical and physical properties of GGG60 cast iron (Matweb) 

Intensity Hardness 

Brinell 
Tensile Strength 

7.30 g/cm3 200-270 550 Mpa 

In the experiments, TN6525 coded TiAlN coated, TN7535 coded TiN-TiCN-Al2O3 coated, and WS30PM coded AlTiN 

(multilayer) coated four cutting edge cutting edges belonging to WIDIA (Germany) cutting tool company were used. In 

addition, the three-edged tool holder suitable for the tips used is specially produced and supplied as an equivalent. (Figure 

1). 

 

Figure 1. Tool holder and insert used 

DELTA SEIKI 1050A triaxial vertical milling machine was used in milling operations. Experiments were performed in 

a dry environment without using a cooling liquid. Temperature measurements were made with a Fluke TiS20 thermal 

imager when the cutting tool reached the midpoint of the material. This takes about 3 seconds. The thermal camera used 

can measure between -20 ˚C and 350 ˚C, has a detector resolution of 120x90, a field of view of 35.7° x 26.8°, and a 

frame rate of 9 Hz.  
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3. Taguchi Method 

3.1. Design and Conduct of Experiments  

The Taguchi L27 orthogonal array was used for the experimental design. Only 27 experiments were performed instead 

of the full factorial design of 81 experiments. The number of experiments can be drastically reduced when using the 

Taguchi technique for analysis and assessment. To identify quality features, the Taguchi approach makes use of several 

functions. The Taguchi “smaller the better” function was used in this study because the smallest value was desired for 

the cutting zone temperature measurements. The selected cutting parameters and their levels are given in Table 3. The 

cutting tool catalogue was considered in determining the cutting parameters [29, 30]. The experimental design was 

created by considering the L27 orthogonal array. The experimental results and the S/N (signal-to-noise) ratios calculated 

according to the experimental results are given in Table 4. 

Table 3. Parameters and levels 

Parameters Level 1 Level 2 Level 3 

Cutting inserts 

(Kt) 
TiAlN TiN-TiCN-Al2O3 AlTiN 

Cutting speed 

 (V, m/dak) 
175 225 300 

Feed rate 

(f, mm/tooth) 
0.10 0.20 0.30 

Cutting depth 

(a, mm) 
0.5 1 1.5 

 

Table 4. Experimental design and measured temperature values 

E
x

p
. 

n
o
 

Cutting parameters 
Experimental results 

and S/N ratios 

A B C D 

Temperature 

(T,˚C) 

S/NT 

(dB) 
Cutting inserts 

(Kt) 

Cutting 

speed 

(V) 

Feed rate 

(f) 

Cutting 

depth 

(a) 

1 TiAlN 175 0.1 0.5 47.7 -33.570 

2 TiAlN 175 0.1 0.5 55.9 -34.948 

3 TiAlN 175 0.1 0.5 54.9 -34.791 

4 TiAlN 225 0.2 1 57.8 -35.239 

5 TiAlN 225 0.2 1 54.3 -34.696 

6 TiAlN 225 0.2 1 61.8 -35.820 

7 TiAlN 300 0.3 1.5 52.7 -34.436 

8 TiAlN 300 0.3 1.5 55.3 -34.855 

9 TiAlN 300 0.3 1.5 48.4 -33.697 

10 TiN-TiCN-Al2O3 175 0.1 1.5 49.9 -33.962 

11 TiN-TiCN-Al2O3 175 0.1 1.5 57.6 -35.208 

12 TiN-TiCN-Al2O3 175 0.1 1.5 55.7 -34.917 

13 TiN-TiCN-Al2O3 225 0.2 0.5 58 -35.269 

14 TiN-TiCN-Al2O3 225 0.2 0.5 55 -34.807 

15 TiN-TiCN-Al2O3 225 0.2 0.5 57.1 -35.133 

16 TiN-TiCN-Al2O3 300 0.3 1 58.2 -35.298 

17 TiN-TiCN-Al2O3 300 0.3 1 58.8 -35.388 

18 TiN-TiCN-Al2O3 300 0.3 1 60.4 -35.621 

19 AlTiN 175 0.1 1 53.4 -34.551 

20 AlTiN 175 0.1 1 67.4 -36.573 

21 AlTiN 175 0.1 1 66.8 -36.496 
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22 AlTiN 225 0.2 1.5 57.7 -35.224 

23 AlTiN 225 0.2 1.5 52.7 -34.436 

24 AlTiN 225 0.2 1.5 50.2 -34.014 

25 AlTiN 300 0.3 0.5 47.7 -33.570 

26 AlTiN 300 0.3 0.5 45.6 -33.179 

27 AlTiN 300 0.3 0.5 51 -34.151 

According to the test results, the average value of the temperature results was calculated as 55.259 ˚C, and the average 

S/N ratio for the temperature was -34.809 dB. The graph of the temperature values obtained from the experiments is 

given in Figure 2. 

 

Figure 2. Temperature values obtained from experiments 

The temperature images taken with the thermal camera are shown in Figure 3. The highest value in the cutting zone was 

considered in temperature measurements. In the study, it is seen that the highest temperature was in the 20th experiment. 

Here, the low feed rate also increases the machining time of the cutting tool on the material. Therefore, long friction is 

thought to cause an increase in temperature. On the other hand, AlTiN coatings have a higher coefficient of friction than 

different coating types. Therefore, the temperature increase in the 20th experiment can also be attributed to the coating 

type. 
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Figure 3. Thermal images obtained with a thermal camera 

 

3.2. Determining Optimum Levels 

Table 5 shows the averages of the S/N ratios for each level. These levels show the average values of the S/N ratios 

calculated for the analysis of temperature values in the experimental research. Predictive values for the ideal parameters 

are computed using these values. 

Table 5.  Means of S/N ratios for each level 

Parameters 
Levels Delta 

Level 1 Level 2 Level 3 

A (Cutting insert, Kt) -34.70 -35.08 -34.74 0.38 

B (Cutting speed, V) -35.06 -34.98 -34.48 0.58 

C (Feed rate, f) -35.06 -34.98 -34.48 0.58 

D (Cutting depth, a) -34.40 -35.56 -34.56 1.16 
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One of the critical steps in the Taguchi method is specifying the optimum levels. Optimum levels are determined by 

evaluating different levels of cutting parameters and combinations created by the chosen orthogonal array. These levels 

are used to draw the effect graph (Figure 4). At the same time, they were evaluating the main effect graph. The lowest 

level for the temperature values and the highest levels for the S/N ratios are considered since the desired minimum 

temperature. 

 

Figure 4. Main effect graph for temperature values 

The optimum combination of test parameters for minimum temperature values according to Figure 2 is A1B3C3D1 (A1= 

TiAlN coated insert, B3 = 300 m/min cutting speed, C3 = 0.30 mm/tooth feed rate and D1 = 0.5 mm cutting depth) 

determined. 

3.3. Evaluation by ANOVA 

The Taguchi confidence interval is calculated using an ANOVA (Analysis of Variance) to examine the interactions 

between all the parameters employed in the experimental design, how they affect the quality characteristics, how these 

changes in quality characteristics occur at various cutting parameter levels [31, 32]. The effects of the cutting insert, 

cutting speed, feed rate, and depth of cut on temperature were evaluated by ANOVA, and the results of the ANOVA are 

shown in Table 6. 

Table 6. ANOVA results 

Factors 

Degrees of 

freedom 

(DF) 

Sum of 

squares 

(SS) 

Mean 

squares 

(MS) 

F T-Value P-Value 

Factor 

effect 

(%) 

Kt 1 0.761 0.7606 0.02 0,16 0.877 0.10 

V 1 58.456 8.8007 0.29 -0,53 0.599 7.84 

f 1 4.425 4.4246 0.14 0,38 0.708 0.59 

a 1 2.961 2.9606 0.10 0,31 0.760 0.40 

Error(e) 22 678.543 30.8429    91.06 

Total 26 745.145     100 

According to the ANOVA result, the R2 value was 8.94%. When the variance analysis results were evaluated, the most 

influential parameter affecting the temperature was the cutting speed, with 7.84%. This parameter is followed by the 
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rate of progression of 0.59%. The error rate in the table is 91.06%. The amount of an observed variable differs from the 

model's predicted value in ANOVA. So, the error is the portions of the scores not accounted for by the analysis. In 

ANOVA, the errors are assumed to be independent and generally distributed around the sample means [33]. In the 

Taguchi method, analysis of variance is used to calculate the confidence interval and determine the most influential 

parameter. Therefore, it is sufficient to state that cutting speed is the most significant factor here. It is also possible to 

see similar results in the literature [34].  

3.4. Confirmation Tests and Taguchi Predicted Values 

The validation experiments and the quality characteristics are examined in the final stage of the Taguchi method. To put 

it another way, validation experiments are run to verify the chosen ideal set of cutting parameters and levels. A1B3C3D1 

(A1= TiAlN coated insert, B3 = 300 m/min cutting speed, C3 = 0.30 mm/tooth feed rate, and D1 = 0.5 mm depth of cut) 

estimation based on the optimum combination obtained for the temperature, taking into account the individual effects 

of the cutting parameters temperature value (Tp) is calculated with the following equations [35, 36]. 

𝜂𝑔𝑇 = 𝐴1 + 𝐵3 + 𝐶3 + 𝐷1 − 3𝜂𝑆

𝑁
−𝑇

                                                                 (1) 

𝑇𝑝 = 10− 𝜂𝑔𝑇/20                                                                     (2) 

They are the signal-to-noise ratios of the optimum levels of the A1B3C3D1 parameters (Table 5). 𝜂𝑆

𝑁
−𝑇

 is the average of 

the S/N ratios of the temperature values. S/N ratio calculated for 𝜂𝑔𝑇 temperature optimum levels and 𝑇𝑝 are Taguchi 

prediction values calculated for temperature. The temperature estimate value calculated using Equation 1 and Equation 

2 was 48.05 ˚C. A confidence interval (CI) is used to compare the result of validation experiments with the predicted 

value and confirm the “smaller the better” characteristic. The CI (Eq. 3) is the maximum and minimum value, and the 

accuracy of the validation experiments is tested by comparing the calculated value with the predicted values [35, 36]. 
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In equation 3, Fα:1, and the significance level is the F ratio of α, α significance level, 1- α confidence interval, Ve is the 

degree of freedom of the temperature error according to the variance analysis results. When Table 6 is examined, the 

degree of freedom of the error is 22. In this case, the 1-22 value from the 95% confidence level F table was 4.30. Vep is 

again the variance of error according to the ANOVA, r is the number of validation experiments, and neff is the number 

of effective measured results [37, 38]. 

t
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                                                                          (4) 

In Equation 4, N denotes the total number of experiments (27), and Vt represents the total degrees of freedom (4) of the 

shearing parameters for which the mean is calculated using Table 6. In this case, the neff was calculated as 5.4. In this 

study, considering the optimum combination determined for the temperature, three confirmation experiments were 
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performed for each. They are considering Eq. 3 and Eq. 4; the CI  is 8.29. In using the confidence interval, the Taguchi 

estimation value calculated for each parameter is added and subtracted with the confidence interval. The mean of the 

validation experiments should be between these two values. The average of three verification tests conducted for the 

cutting temperature is 49.17 ˚C. In this case, for temperature, (48.05-8.29) < 49.17 < (48.05+8.29) = 39.76 < 49.17 < 

56.34 range was obtained, and confirmation experiments for temperature were performed within the confidence interval. 

In this case, it can be said that the optimization is successful. Table 7 compares the experimental results with the Taguchi 

predicted values. Eq.1 and Eq.2 were used to calculate the estimation values. The approximative values and experimental 

values were close to each other. For confidential statistical analysis, error values should be less than 20% [31].  

Table 7. Comparison of optimized and random conditions with predicted values 

Levels  Taguchi method 

Experiment Prediction Error (%) 

A1B3C3D1 (Optimum) 49.17 48.05 2.28 

A2B1C2D3 (Random) 55.70 57.89 3.78 

A2B2C3D1 (Random) 57.10 53.16 6.90 

In Table 7, the experimental values are compared with the predicted values. It is seen that the error values between the 

results of the confirmation test and the results obtained by the Taguchi method are less than 20%. In this case, the results 

obtained from the validation experiments show that the optimization has been carried out successfully. 

4. Results and Discussion 

The cutting parameters affecting the experimental results and the effects of these parameters on the temperature were 

evaluated with three-dimensional graphics (Figure 5). Figure 5a shows the impact of cutting speed and inserts on the 

temperature in the graph. Here, the temperature drop is seen in the TiAlN-coated insert. This situation is similar to 

Taguchi-optimized values. When evaluated together with the cutting speed, it is seen that the temperature decreases with 

the cutting speed of 175 m/min, the TiAlN coated insert, the 300 m/min cutting speed, and the AlTiN coated insert. 

Considering all parameter effects in Taguchi optimization, these drop conditions are expected. Figure 5a shows that the 

highest cutting temperature is at 175 m/min cutting speed and AlTiN coated insert. In addition, in this graph, it is seen 

that the temperature increases as the cutting speed increases, but the temperature decreases at 300 m/min cutting speed 

and AlTiN coated insert. Figure 5b shows the effects of insert and feed rate on temperature. Here again, it is seen that 

the lowest temperature is in the TiAlN-coated insert. In addition, when evaluated with the feed rate, it can be said that 

these situations are similar to Taguchi optimized values, where the lowest temperature is 0.10 mm/tooth and 0.30 

mm/tooth in the TiAlN coated insert. Figure 5b shows a 0.20 mm/tooth feed rate and a sudden temperature rise in the 

TiAlN-coated insert. This is attributed to the cutter coating type. Figure 5b shows the highest temperature at the AlTiN-

coated insert and 0.10 mm/tooth feed. In addition, 0.30 mm/tooth feed and a sudden temperature drop are observed in 

the AlTiN-coated insert. If low-temperature values are desired, combinations of 0.30 mm/tooth or 0.10 mm/tooth feed 

and TiAlN coated insert, 0.30 mm/tooth feed, and AlTiN coated insert can be used.  
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Figure 5. Effects of cutting parameters on temperature 

Figure 5c shows the cut depth and the inserts' effects on temperature. Here again, the TiAlN-coated insert showed the 

best performance. It is seen that the lowest temperature is at 0.5 mm depth of cut and TiAlN insert. This situation is 

similar to Taguchi's optimized values. In addition, it is seen that the temperature increases as the depth of cut increases 

but decreases in the combination of 1.5 mm depth of cut and TiAlN insert. It also showed the best performance for all 

inserts with a depth of cut of 0.5 mm. The effects of cutting speed and feed rate on temperature are shown in Figure 5d. 

Here, it is seen that the temperature increases as the feed rate increases but decreases as the cutting speed increases. 

When the cutting speed and feed rate are evaluated together, it can be said that the best performance is 0.30 mm/tooth 

feed rate and 300 m/min cutting speed, similar to Taguchi's optimized values.  

When the graphs were evaluated, it was seen that the TiAlN coating would exhibit ideal performance in terms of 

temperature in surface milling of GGG60 material. Increasing cutting temperatures during machining may cause chip 

adhesion to the cutting edge. This will increase the surface roughness. Therefore, low temperature is desired. According 

to these results, the article has a unique degree in the literature.  
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5. Conclusions 

This study investigated the effects of cutting parameters on the cutting zone temperature in face milling processes applied 

to GGG60 cast iron. The Taguchi method was used for the experimental design, and 27 experiments were carried out. 

The cutting parameters were optimized in the study, and three validation experiments were carried out with the optimized 

parameters after the optimization. Taguchi prediction values and experimental results were compared. In addition, the 

effects of cutting parameters on temperature were evaluated with three-dimensional graphics. It is possible to list the 

results obtained from this study as follows;  

- As a consequence of the optimization, the optimum combination of the test parameters for the minimum temperature 

values is A1B3C3D1 (A1= TiAlN coated insert, B3 = 300 m/min cutting speed, C3 = 0.30 mm/tooth feed rate, and D1 

= 0.5 mm cutting depth). 

- The average of the three validation experiments conducted with optimized parameters (49.17 ˚C) was below the 

average of the test results (55.259 ˚C). 

- When the variance analysis results were evaluated, the cutting speed was the most influential parameter affecting the 

temperature, with 7.84%. Since the cutting speed is, the distance travelled in meters per minute, increasing and 

decreasing the cutting speed directly affects the cutting speed as it will change the friction per unit time. Therefore, 

the ANOVA result confirms this explanation. 

- The estimated value (48.05˚C) calculated using the Taguchi method was below the average of the test results. This 

shows that the Taguchi method can be used successfully in similar studies. 

- When the results obtained from the experiments with the optimum and randomly selected parameters were compared 

with the Taguchi estimation values, the error values were below 7%. For reliable statistics, the error value should be 

below 20%. 

- When the three-dimensional graphics are evaluated, the optimal incision tip coating for the minimum temperature is 

the TiAlN-coated insert, similar to the Taguchi optimized parameters. 

- TiAlN coating is recommended for the inserts used in this study if the low temperature is desired in face milling 

operations to be applied to GGG60 cast iron.  

- Titanium Aluminum Nitride coating is suitable for machining very hard steels, aluminium-silicon and Titanium 

alloys. This coating thickness is generally 3-5 µm thick. Since it has a very hard structure, it allows work at high 

speeds. The study results show that this coating is the most ideal for performance. 

This study used the Taguchi method to reduce the number of experiments and experimental design, thus saving time and 

processing costs. As a complete design, instead of 81 experiments, 27 experiments were carried out. When the 

experimental and Taguchi results are evaluated, the results obtained are applicable and satisfactory. In subsequent 

studies, tool wear and surface roughness values can be measured in face milling of GGG60 cast iron using the same 

orthogonal array, and experimental results can be optimized.  
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Furniture Purchasing Decisions 

  
 

Abstract 

This research examined the influence of quality dimensions and various other factors on 

consumer choices in the Turkish furniture market, aiming to bridge a literature gap by 

leveraging theoretical insights and empirical data. Utilizing a detailed survey, the study 

captured consumer perceptions of factors influencing furniture purchases, focusing on 

Garvin's eight quality dimensions: suitability, perceived quality, features, aesthetics, service, 

durability, reliability, and performance. The methodology included a 19-question survey 

targeting Bursa's population to gather data on demographic characteristics and purchasing 

influences, which was analyzed via Microsoft Excel. The findings underscored the 

paramount importance that consumers placed on durability and performance, suggesting a 

pragmatic approach to furniture buying where functionality trumped aesthetics. A notable 

preference for sustainable and eco-friendly furniture emerged, aligning with broader 

environmental trends. Demographically, most respondents were young, university-educated 

adults, indicating a market segment with distinct tastes and preferences, particularly toward 

modern-style furniture. These insights advocated for furniture industry stakeholders to adopt 

marketing strategies emphasizing product durability, performance, and environmental 

friendliness, aligning with consumer expectations for quality and sustainability. This 

alignment could be crucial for guiding product development and design to cater to 

contemporary consumer needs. 

Keywords: Consumer preferences, Furniture industry, Purchasing, Decisions, Quality 

dimensions 
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1. Introduction 

As society progresses, the evolution of human needs has become increasingly complex and multifaceted, transcending 

beyond basic survival to encompass a richer tapestry of desires and aspirations. In the early stages of human 

development, needs were predominantly focused on physiological sustenance and safety – essentials for survival. 

However, as civilization advanced, these needs evolved, placing a greater emphasis on social belonging, esteem, and 

self-actualization. Today, in a world characterized by rapid technological advancements and a plethora of choices, 

human needs have further diversified, integrating aspects of digital connectivity, environmental sustainability, and 

personal well-being. This evolution reflects a shift from mere survival to a quest for a more meaningful, interconnected, 

and self-aware existence. In this dynamic landscape, individuals seek not only physical comfort and security but also 

opportunities for personal growth, social connectivity, and a more profound sense of purpose. The evolution of human 

needs, thus, mirrors the journey of humanity itself – from basic survival to a pursuit of holistic fulfillment in an ever-

changing world. 

The intricate interplay between human motivation and behavior finds a compelling narrative in Abraham Maslow’s 

Hierarchy of Needs, a theory that delineates the gradation of human necessities from the basic to the self-actualizing [1]. 

When applied to furniture needs, this hierarchy transcends beyond mere functionality, intertwining with the quality 

dimensions of furniture to reflect a broader spectrum of human desires and aspirations. Furniture, in its essence, is not 

just a fulfillment of the fundamental physiological need for rest and comfort but a representation of one’s journey through 

Maslow’s pyramid. Each quality dimension of furniture – from durability and comfort, aligning with the basic needs of 

safety and security, to aesthetic design and craftsmanship, resonating with the higher-order needs of esteem and self-

actualization – mirrors the multifaceted nature of human needs. 

Furniture has been presented in different styles for various uses from the past to the present. In the past, furniture, as a 

luxury and status symbol, involved intensive handcraftsmanship. The development of design, material, and production 

technologies has made it possible to offer a wide variety of options to consumers from all segments [2]. Although 

furniture in the past was a luxury and status symbol based on its handcraftsmanship, design, and production technology, 

it can still be used as a symbol of luxury and status even if not functionally necessary [3]. Therefore, furniture consumers' 

purchase decisions change based on essential demographic characteristics such as age, gender, and education [4]. 

Consumers’ purchasing behaviors generally aim to achieve the highest yield at the lowest cost, regardless of the product 

and service [5]. Therefore, consumers generally prioritize brands widely accepted and preferred by everyone. However, 

each consumer’s socio-cultural, psychological, demographic, and situational factors differ. This reflects on the 

purchasing process and shapes their preferences. 

Studies in the literature on consumers’ furniture choices revealed that age and income have been statistically significant 

factors, with age having a more potent effect in determining consumer preferences for different types of wood in 

furniture. Older participants preferred oak, while younger ones opted for spruce. Participants with higher income levels 

preferred cherrywood, whereas oak was chosen by those with lower income levels [6]. 

In their study conducted in Slovakia, Kaputa and Supin (2010) surveyed through email to determine the factors 

influencing furniture consumers’ purchasing decisions. They found that the most important factors affecting consumers’ 
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purchase decisions were quality, price, and design and noted that participants preferred more modern-style furniture [4]. 

Palus et al. (2012) examined consumer preferences in Slovakia and Poland for wood products, including joinery products 

and household furniture. They observed that consumers preferred wood-based materials for their ecological properties, 

environmental friendliness, renewability, naturalness, and health and safety features [7]. 

In another study, Olsiakova et al. (2016) used a survey and a structured Kano model to examine consumer requirements 

for wood products in 2004 and 2014. Their research suggested that Price was no longer the most critical factor for 

consumers, highlighting that quality had become more prominent [8]. Oblak et al. (2017) conducted a study using the 

Analytic Hierarchy Process (AHP) to analyze the purchasing behaviors of furniture consumers in Slovenia and Croatia. 

This research aimed to assist manufacturers and retailers in developing their marketing strategies. The study revealed 

that a lower price significantly incentivized furniture purchasing. It also observed that, in addition to obtaining 

information from furniture stores, potential consumers predominantly preferred the Internet as their primary source of 

information [9]. 

Atılgan et al. (2018) surveyed 392 individuals in Afyonkarahisar to examine consumer preferences towards furniture 

styles. The results showed that 76.3% of consumers preferred modern-style furniture. It was also observed that 

affordability, durability, comfort, ease of transportation, and aesthetics influenced furniture preferences [10]. Kaputa et 

al. (2018) studied customers’ preferences regarding furniture materials, characteristics, and styles during purchases in 

Slovakia and Croatia. The findings indicated that wooden furniture was preferred over other alternatives [3]. 

Oblak et al. (2020) carried out a combined analysis study to understand consumer behaviors in furniture purchasing in 

Slovenia, Serbia, and Croatia. Their findings identified the three most important factors influencing purchasing 

decisions: quality, price, and additional services [11]. In another previous study, Jost et al. (2020) observed and analyzed 

changes in customer preferences regarding furniture materials, qualities, and styles in Slovenia between 2010 and 2019. 

The study revealed that tastes for furniture materials had changed over the last decade, with wooden furniture being 

widely preferred. It was observed that there were significant differences in the choice of materials for outdoor furniture 

during the observed period. The study also found a decrease in futuristic furniture preferences in 2019, while preferences 

for rustic and retro styles remained constant over time [12]. 

In their study, Loucanova and Olsiakova (2020) employed the Kano model to determine how Slovak consumers perceive 

retro innovations in wood products and identify the key features necessary for customer satisfaction. The results 

indicated that consumers positively perceived retro innovations in wood products, especially furniture, carpentry 

products, and other wooden designs. The study also revealed that consumers prefer wood since it’s eco-friendly, 

renewable, natural, and safe. Furthermore, the study documented that price is no longer perceived as an essential 

parameter by consumers; instead, quality has become a more significant parameter [13]. 

Guzel (2020) surveyed citizens of Kayseri, Turkey, a significant player in the furniture and wood products manufacturing 

sector, to measure consumers’ thoughts, knowledge, and awareness about wooden materials. The study analyzed the 

collected data using descriptive statistics and one-way ANOVA, which revealed that consumers find wood to be a natural 

and organic material that provides pleasure and happiness when used. However, due to the cost of solid wood, consumers 

are inclined to use wooden composite furniture. Additionally, it was found that consumers prefer wood for its certain 

qualities, such as eco-friendliness, renewability, naturalness, safeness, fire resistance, and sturdiness [14]. 
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Barcic et al. (2021) directed their attention towards the identification and comparison of the purchasing habits of 

furniture consumers prior to and amidst the COVID-19 pandemic. Two surveys were carried out in Croatia, one during 

April and May in 2020, and the second one in March 2021. Disparities were discovered in consumer purchasing 

behaviors and preferences for wooden furniture among respondents based on demographic and economic factors both 

before and during the pandemic.[15]. 

When all these previous studies were reviewed, it was evident that the factors influencing consumers’ purchasing 

behaviors vary according to regions, economic conditions, and demographic characteristics. Women prioritize design, 

quality, and functionality, while men focus more on Price. Younger consumers are inclined to conduct detailed research 

on products, whereas older individuals seek expert or peer opinions. Additionally, with the advancements in internet 

technology, consumers’ channels for gathering information about furniture have shifted towards digital platforms. 

Moreover, consumers highlight wood and wood-based composite furniture as their preferred raw materials for furniture. 

This preference could be attributed to the importance consumers place on parameters such as ecological sustainability, 

renewability, naturalness, healthiness, safety, fire resistance, and durability [3, 7, 8, 13, 14]. These findings suggest that 

catering to “green” consumers could create a potential niche market for eco-labeled furniture products. 

As can be interpreted from the above layout of previous literature, in the dynamic world of consumer behavior, the 

furniture industry stands as a testament to the complex interplay of quality, aesthetics, and consumer preferences. 

Purchasing furniture goes beyond the mere acquisition of a household item; it embodies the consumer’s taste, lifestyle, 

and perceptions of quality. This article delves into the intricate relationship between the quality dimensions defined by 

marketing discipline and consumers' purchasing decisions. Despite the substantial research on consumer behavior in 

various sectors, the furniture market presents unique challenges and opportunities that merit a dedicated investigation. 

Quality dimensions in furniture encompass a range of factors, from material and design to durability and brand 

reputation. Each element plays a critical role in shaping consumer preferences and decisions. However, existing literature 

has often treated these dimensions in isolation without fully exploring their collective impact on the consumer’s decision-

making process. Moreover, the studies exploring the characteristics of the customer base in Türkiye, and the rationale 

underlying their furniture purchasing decisions were either limited or absent.  This gap in research presents an 

opportunity to examine how these quality dimensions intertwine to influence consumer choices in the furniture market. 

Furthermore, the evolving consumer trends, driven by factors such as environmental consciousness and the pursuit of 

personalized experiences, have added new layers of complexity to this relationship. This study aims to bridge the gap in 

existing research by comprehensively analyzing how various quality dimensions and other critical factors collectively 

influence consumers’ furniture purchasing decisions. By integrating theoretical insights with empirical findings, this 

article offers a nuanced understanding of consumer behavior in the furniture industry, providing valuable insights for 

manufacturers, retailers, and marketers alike. Such insights could provide significant opportunities for gaining a 

competitive advantage in the furniture industry. Therefore, the objectives of this study could be summarized as the 

identification of consumers’ preferences related to furniture and the impact of the quality dimensions and other critical 

factors that influence their purchasing behaviors. Documenting the characteristics of customer preferences and attributes 

of the market could provide a deeper understanding of the dynamics shaping furniture purchasing decisions, offering 
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valuable knowledge for designers, furniture manufacturers, and marketers in product development, production, and 

marketing processes to ensure supply characteristics align with evolving needs and expectations of the market. 

2. Material and Methods 

The study was designed to snapshot the perceived importance of factors in consumers’ furniture purchasing decisions. 

The research conducted by Kaputa and Supin (2010) on consumer preferences in furniture purchasing decisions in 

Slovakia has been adapted and altered to survey the Turkish consumer base [4]. The study was conducted after obtaining 

official approval from the Physical, Engineering, and Social Sciences Ethical Committee at Bursa Technical University. 

 Within the scope of this study, a 19-question survey was prepared using Google Forms. The survey form comprised 

two main sections: Demographic characteristics of consumers (3 questions) and factors influencing their purchasing 

decisions (16 questions). The demographic factors aimed to be identified were gender, age, and education level since 

consumers’ furniture purchasing behaviors are influenced by demographic factors such as economic status, educational 

level, age, and gender [16, 17]. The questions regarding the factors influencing consumers’ furniture purchasing 

decisions were constructed around Garvin’s eight dimensions of quality, outlined in his work titled Competing on The 

Eight Dimensions of Quality [18]. These quality dimensions were suitability, perceived quality, features, aesthetics 

(design), pre- and post-sale service, durability, reliability, and performance. The impact of quality dimensions on the 

purchasing decision was also evaluated with the help of some indirect questions that explored the status of consumers’ 

price sensitivity, shopping frequency, often-shopped-for furniture category, style preferences, and quality considerations 

while shopping for new furniture items. The survey utilized a 5-point Likert scale (Definitely Yes, Yes, Undecided, No, 

Definitely No) for the questions that did not require specific qualitative or quantitative answers. 

Survey results were collected through digital link sharing, and the data was transferred to Microsoft Excel for 

visualization. For surveying purposes, Bursa, one of Turkey’s largest furniture centers, was chosen as the study field. 

The population of Bursa, a total of 2.16 million people, formed the study population, and the study sample comprised 

city residents. From the population, at the 95% confidence level, 50% population variability, and ±5% margin of error, 

a sample size of 384 was determined by consequently using Equation 1 and 2 [19, 20]. 

𝑛 =
𝑧2(𝑝𝑞)

𝑒2
                                                                     (1) 

Where; 

n: Sample size 

z: Standard error at the preferred confidence level 

p: population variability 

q: 100-p 

e: Acceptable margin of error for the sample 

𝑛𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 =
𝑛

1+
𝑛−1

𝑁

                                                                   (2) 
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Where; 

nadjusted = Sample size adjusted for finite population 

n = Calculated sample size with Equation 1 

N = Population size 

The data collection phase of the study was limited to three weeks, and the data obtained through Google Forms was 

compiled at the end of the three-week data collection period. Invitations were sent out in sets of 10 (five male and five 

female invitees) until the target sample size was reached within the data collection phase of the study. The study 

employed a Hybrid approach that combined Quota Sampling and Judgmental Sampling techniques. In quota sampling, 

the researcher determines quota characteristics based on factors such as demographics or product usage, and these are 

used to form quotas for each participant class [19]. A gender quota was applied in the study, with measures taken to 

ensure a balance close to a 50-50 distribution between male and female participants. The size of the quotas was 

determined based on the researchers’ opinions about the proportional size of each participant class in the population. 

In judgmental sampling, researchers used their judgment and the judgments of two furniture marketing experts to 

determine who would be included in the sample. This subjective and data-access-oriented method meant that certain 

population members had less chance of being selected than others. With the hybrid sampling approach, researchers 

invited population members whom they believed would provide the quickest access to data. The survey link was sent 

via email, online messaging applications, and social media to invite participation in the study. 

3. Results and Discussion 

In the study, nineteen questions were directed to the participants to observe the perceived importance of certain factors 

that could influence consumers’ furniture purchasing decisions and the impact of various quality dimensions. The 

responses provided by the participants in the survey were summarized in graphical form. At the end of the data collection 

phase, the total number of invitations sent out amounted to 1600 (800 male and 800 female invitees), of which 384 

people participated in the survey, and the responses of 2 people were invalidated due to inconsistencies, resulting in a 

24% participation rate. 

 

Figure 1. Demographics of the study participants. 

As shown in Figure 1, 58% of the participants were female, and 42% were male. Even though the same number of male 

and female participants were invited, the balance between genders was slightly tilted due to the relatively low 

participation rate. Additionally, a significant portion of the participants were within the 18-30 age range (67%) and had 

a university degree (67%). 
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In response to the question “What type of furniture do you prefer for your home?” as shown in Figure 2A, 70% of 

participants preferred modern-style furniture. In contrast, the remaining participants were equally distributed among 

retro, custom, industrial, and other furniture design options. These results contradicted past studies, which observed a 

higher preference for wooden retro-style furniture [13]. 

 

Figure 2. Distribution of Participant Preferences on (A) Furniture Type, (B) Shopping Frequency, (C) Decision Maker on 

Selection of the Furniture, and (D) Primary Living Space Considered for Furniture Shopping. 

As shown in Figure 2B, 29% of participants reported a shopping frequency every 6-10 years, and the next 25% stated 

they only replaced furniture when it became unusable. 72% of the participants declared that furniture purchasing 

decisions for home/office are made jointly with other individuals in the home/office, as illustrated in Figure 2C. All 

participants reported that children do not have a significant influence on the furniture purchasing decision. This finding 

was contradictory to the findings of one previous study documenting the direct and indirect influence of children on 

purchasing decisions for various items [21, 22, 23]. Such a contradictory finding could be due to the lack of a question 

that explored the decision-making dynamics for specific furniture items that are directly used by children. In examining 

the responses of participants who did not consider furniture purchasing decisions to be joint decisions, 25% of these 

participants indicated that women significantly influence furniture purchasing decisions. In comparison, 3% stated that 

men are the final decision-makers. As shown in Figure 2D, 76% of the participants primarily consider replacing their 

living room furniture, followed by the next 17% who consider replacing their kitchen furniture first. 

As shown in Figure 3, 93% of the survey participants prefer furniture options with average price/average performance 

when purchasing furniture. Only 1% of the consumers declared they would prioritize affordability even if the furniture 

item has a low performance. For any product, performance refers to a product’s primary operating characteristics. 



 
Ince and Tasdemir.  J Inno Sci Eng 8(1):78-91 

85 

 

 

Figure 3. Distribution of Participants’ Preferences Across Main Price/Performance Categories. 

As shown in Figure 4A, the furniture price had a significant role in the furniture purchasing decisions of 87% of the 

study participants. Overall quality and design elements were also highly influential on furniture purchasing decisions 

based on the answers of 97.22% and 97% of participants, who voted at least “Yes,” respectively, as given in Figures 4B 

and 4C. Moreover, 24% of participants stated that the origin of the furniture does not influence their purchasing 

decisions, as illustrated in Figure 4D. Similarly, as shown in Figure 5A, 20% of participants declared that the Warranty 

Period does not influence their furniture purchasing decisions, whereas 13% were undecided. On the other hand, 

reliability was among the influential factors, as 97.22% of the participants voted at least “Yes,” as shown in Figure 5B. 

Color and Texture were highlighted as influential elements by 88% of the participants, while the remaining 12% were 

undecided or thought these elements were not that important, as shown in Figure 5C. Another notable study finding was 

that 21% of participants reported that the brand factor does not influence their furniture purchasing decisions, while 19% 

were undecided, and 59% stated that they deem the brand factor essential while shopping for furniture, as given in Figure 

5D.  

 

Figure 4. Consumer Preferences Regarding the Influence of the Price(A), Quality (B), Desing (C), and Origin of Products 

(D) on Furniture Purchasing Decisions. 
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Figure 5. Consumer Preferences Regarding the Influence of (A) the Warranty Period, (B) the Reliability, (C) the Color, 

and (D) the Brand on Furniture Purchasing Decisions. 

Furthermore, as shown in Figure 6, 32% of respondents were undecided about the influence of the product/production 

process’s environmental impacts on their furniture purchasing decision. 50% of the study participants stated that they 

consider the environmental impact of furniture products and their production processes while shopping for new furniture. 

In contrast, only 18% declared the environmental impact of the furniture products and production processes as non-

influential. The results of this study were parallel with those of previous literature and indicated a growing preference 

for environmentally friendly production processes and products [3, 7, 8, 13, 14]. 

 

Figure 6. Consumer Preferences Regarding the Environmental Impact of Furniture and Furniture Production Process. 

As for the marketing channels that are the primary information sources and trigger the consumers’ purchasing decision, 

according to 67.6% of consumers, stores were influential on their purchasing decision, followed by recommendations 

from close contacts such as family, friends, and relatives (62%) and brand’s website (46.3%), as illustrated in Figure 7. 

Social media marketing channels, which are trending nowadays, are also among the influential marketing outlets for 

30.6% of consumers. However, only 11.1% of consumers stated that all marketing channels influence their furniture 

purchasing decisions. On the other hand, 3.7% of the respondents stated that no marketing channels influence them in 

their furniture purchasing decisions. Traditional marketing channels, such as radio and television advertisements, 

thought to be the most effective in common belief, have been found to influence the furniture purchasing decisions of 

only 4.6% of participants. Another traditional marketing channel, print media, was deemed an effective marketing tool 

in furniture purchasing decisions by only 0.9% of the consumer base. However, recent studies have shown that younger 

consumers prefer the Internet and social networks as primary marketing channels to gather information about products 
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and services; older consumers prefer more traditional media such as stores, recommendations from close contacts, and 

expert opinions [15]. 

 

Figure 7. Marketing Channels That Are Influential on Furniture Purchasing Decisions. 

Finally, consumers were asked which quality dimension they paid the most attention to while purchasing furniture this 

question aimed to prioritize the quality dimensions based on consumer perceptions. According to the participants, the 

most critical dimensions were durability and performance, highlighted by 25.93% and 20.37% of participants, 

respectively, as shown in Figure 8. In the literature, there is evidence that durability and performance are crucial elements 

of furniture design for better service life and customer experience [24]. The third and fourth most considered dimensions 

were reliability and serviceability, both with percentages of 12.96%. The least considered quality dimensions during 

furniture purchase decisions were aesthetics and features, which were mentioned by only 2.78% and 4.63% of 

consumers. Conformance and perceived quality dimensions made the list after serviceability with percentages of 11.11% 

and 9.26%, respectively. 

 

Figure 8. The Prioritization of Quality Dimensions by Consumers When Purchasing Furniture. 

The findings of this study were explained in detail in the previous sections of the article. According to the survey carried 

out within the study, it was determined that furniture consumers predominantly prefer modern-style furniture, which 

was consistent with other studies in the literature. Kaputa and Supin (2010) observed that consumers mostly favored 

modern-style furniture [4]. Similarly, Atilgan et al. (2018) found that consumers primarily chose modern-style furniture 

items [10]. 
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This research documented that price, perceived quality, design, warrant period, color and texture, brand, and reliability 

are all significant factors in consumers’ furniture purchasing decisions. Findings of previous literature also yielded 

similar results. Kaputa and Supin (2010) indicated that perceived quality, price, and design were influential factors in 

purchasing decisions [4]. Atilgan et al. (2018) stated that affordable prices, durability, comfort, and aesthetics influenced 

purchasing decisions [10]. Oblak et al. (2020) achieved similar results, identifying quality, price, and additional services 

as influential factors in purchasing decisions [11]. However, contradictory to the findings of this study, Olšiaková et al. 

(2016) argued that Price was no longer an influential factor in furniture purchasing decisions [8]. Similarly, Loučanová 

and Olšiaková (2020) found that Price was no longer an adequate criterion in purchasing decisions and that quality was 

a more influential criterion [13]. 

Furthermore, the study results indicated that participants considered the store, recommendations from close contacts, 

and the brand’s website the most influential marketing channels. Previous literature published by Kaputa and Supin 

(2010) identified stores, catalogs, and internet platforms as influential marketing channels in purchasing decisions. Since 

print media was not deemed significantly influential by the target consumer base of this study, previous literature 

findings documented by Kaputa and Supin (2010) were complementary and contradictory [4]. 

The study also asked, “Is the environmental impact of furniture and its production process a significant factor in 

purchasing decisions?” To this question, 50% of participants responded with at least “Yes.” Meanwhile, 32% of 

respondents remained neutral. In the literature, Barčić et al. (2021) emphasized a trending perceived importance of 

sustainability in the wooden furniture sector [15]. Guzel (2020) demonstrated that consumers prefer wood in furniture 

due to its ecological and renewable properties [14]. Parallelly, Palus et al. (2012) argued that wood’s ecological 

properties, environmental friendliness, renewability, and naturalness make it preferable over non-wood materials [7]. 

Conversely, Kaputa et al. (2018) found that many consumers in furniture production do not consider environmental 

issues [3]. Varying consideration levels of consumers regarding ecological aspects of the products and production 

processes could be due to the regional sustainability awareness levels or the severity of the environmental issues 

encountered as part of consumers’ personal experiences, which could trigger the development of a sense of elevated 

ecological responsibility.  

Several managerial, practical, and academic implications could be derived from the results of this study. Managerial 

implications could be summarized under four main titles: Targeted Marketing Strategies, Product Development and 

Design, Pricing Strategy, and Customer Relationship Management. As for the first title, understanding how different 

demographic groups (age, gender, and education) make furniture purchasing decisions allows for more targeted and 

effective marketing strategies. For instance, in this study, most participants were young adults who value durability and 

performance more; therefore, marketing efforts can be directed toward highlighting furniture products’ useful life and 

expected functionality. Within the product development and design scope, insights into quality dimensions valued by 

consumers (like durability, performance, and reliability) could effectively guide product development efforts. Furniture 

manufacturers might prioritize these aspects in their designs to meet consumer expectations. When it comes to pricing 

strategy, understanding the price sensitivity of various consumer segments can help set appropriate pricing strategies 

that balance quality and affordability to appeal to the target market. In addition, from the perspective of customer 
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relationship management, knowing the importance of serviceability and pre- and post-purchase service can lead to the 

development of robust customer service policies, enhancing customer satisfaction and loyalty. 

Scientific implications of the study could be structured around the theme of Consumer Behavior Research. This study 

contributes to the academic literature on consumer behavior, particularly in the context of the furniture industry. It offers 

new insights or validates existing theories regarding the factors influencing furniture purchasing decisions. Moreover, 

the study employed a hybrid sampling methodology intending to contribute to methodological diversity in market 

research. 

Last but not least, Practical implications of the study could be discussed within the context of Consumer Education, 

Industry Benchmarks, and Policy Development. The study’s findings could be used to educate consumers about the 

importance of various quality dimensions in furniture, aiding them in making more informed purchasing decisions. The 

study could be used as a reference source to establish benchmarks for quality and service standards in the furniture 

industry, encouraging overall industry improvement. Additionally, insights from the study could contribute to informed 

policy decisions regarding consumer protection, fair trading, and sustainable practices in the furniture industry. 

Furthermore, since the study’s findings highlighted a slight skewness towards sustainable products and production 

processes, it could be perceived as a clue to promote a greater industry focus on eco-friendly and sustainable furniture, 

impacting environmental conservation efforts. 

Overall, this study provided valuable insights for furniture industry stakeholders, contributed to academic knowledge in 

consumer behavior and market research, and had practical implications for consumers, industry standards, and 

potentially policymaking. 

4. Conclusion 

This study aimed to observe the impact of demographic factors such as age, gender, and education level on consumers’ 

furniture purchasing decisions and the influence of the eight quality dimensions on consumer purchase decisions. 

• The demographic information of the survey participants shows that the majority (58%) were female, 66.67% were 

aged between 18 and 30, and 67% were university graduates. 

• The responses to the survey questions showed that 69% of consumers preferred modern-style furniture, with the 

remaining participants almost equally distributed among retro, custom designs, industrial designs, and other furniture 

styles.  

• 29% of the participants stated that they shop for furniture every 6-10 years, followed by the next 25% who shop for 

furniture when it becomes unusable, and 22% who renew their furniture every 11-15 years.  

• 72% of consumers make furniture purchasing decisions based on consensus, and children do not influence these 

decisions.  

• Most consumers (76%) commonly shop for living rooms. 

• 92.59% of the participants prefer furniture products that come at an average price and offer average performance. 

• Price, quality, design, origin of furniture products, warranty period, reliability, color, brand, the environmental impact 

of the furniture, and its production process all influence consumers’ furniture purchasing decisions. 

• Durability (25.93%) and performance (20.37%) were the most influential quality dimensions. Surprisingly, the least 
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considered quality dimensions were features (4.63%) and aesthetics (2.78%). 

As can be interpreted from the above conclusive remarks, this study provided valuable insights for furniture designers, 

manufacturers, and marketing specialists about consumer purchasing behaviors, what consumers pay attention to when 

selecting furniture, and their preferences in furniture styles. Additionally, it has been observed that consumers, when 

purchasing furniture, not only consider visible factors such as Price, aesthetics, and quality but are also reasonably 

concerned about the environmental friendliness of the furniture itself and its production process.  

When considering future research topics in this area, researchers could extend similar studies to a broader geographic 

area, encompassing various consumer groups at regional, national, and continental levels. Additionally, they could 

conduct comparative analyses of consumer preferences in furniture purchasing decisions by working with equally sized 

samples in different regions or cities within a country. On the other hand, this study could be extended beyond the 

furniture sector to address different industries that cater to end consumers. By re-evaluating consumer desires and 

preferences under the influence of various factors, findings could be obtained that would enable more accurate strategies 

to guide different sectors. 

This study is expected to serve as an essential resource and reference for professionals and academics working in the 

fields of furniture design, production, and marketing. 
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Abstract 
 
Pigments obtained from plants and algae are utilized as colour additives in food and 

pharmaceutical formulations due to the advantages of being non-toxic and possessing 

several biological activities. However, the low stability limits the utilization of natural 

pigments and therefore strategies such as chemical modification or encapsulation are 

required. This study aimed to improve the thermal stability of black carrot anthocyanins 

by microencapsulation. For this purpose, anthocyanin-rich black carrot extracts were 

obtained by ultrasound-assisted extraction and four different solvent systems were 

compared regarding extraction yield. The effect of parameters such as concentration and 

flow rate of alginate solution, stirring rate and temperature of CaCl2 solution and needle 

diameter on the average size, polydispersity (PDI), and sphericity of alginate 

microparticles were examined. Optimum conditions were elicited as 2% concentration 

and 1 ml/min flow rate for alginate solution, 40 rpm stirring rate of CaCl2 solution at 

4oC and 0.45 mm of needle size resulting in 462.4 μm of particle size. Heat treatment 

was also applied and the retention efficiencies were determined as 96.92% and 75.82% 

for encapsulated and free anthocyanins, respectively. In addition, the half-life of 

anthocyanin-rich extract has been shown to increase from 7.5 h to 66.5 h by 

microencapsulation. These findings indicated the ability of alginate microparticles for 

the protection of black carrot anthocyanins from thermal degradation and improvement 

of storage stability. 

 

Keywords: Alginate microparticles, Anthocyanin, Black carrot, Encapsulation, Thermal 

stability.  
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1. Introduction 

Colour additives or food colorants have been utilized as an indicator for the freshness of food as well as in non-

food applications such as pharmaceutical formulations [1, 2]. These compounds are categorized based on various 

properties and one of the most popular classifications is the division as natural and synthetic colorants. Synthetic 

colorants have several advantages over their natural counterparts such as high resistance to degradation by light, 

heat or oxygen and low cost [3, 4]. However, the use of synthetic colorants as mixtures or high consumption may 

cause undesirable side effects such as hypersensitivity reactions [1]. Due to these limitations, increasing health 

concerns and consumer demand, natural colorants are becoming more popular.  

The most common natural food colorants are chlorophyll for green, carotenoids for yellow and orange, 

anthocyanins for red and purple colour and these colorants are obtained from plants or algae by various extraction 

methods. While the main objective of previous applications was their colouring feature, they attract attention 

nowadays due to their possible health benefiting effects [5, 6].  

Anthocyanins are water-soluble pigments which are responsible for the red, blue and purple colour of fruits and 

vegetables, and belong to the flavonoid class of phenolic compounds. They display a great number of biological 

activities and health promoting benefits such as radical scavenging, antimutagenic, anti-inflammatory, 

antihypertensive activities and reducing the risk of cancer, diabetes, cardiovascular and neurodegenerative 

disorders. Although anthocyanins possess significant potential as a food colorant, they are known to be instable 

under heat and light exposure and pH changes, which is a limitation that needs to be overcome [7–11]. 

The common methods for the stability enhancement of anthocyanins are chemical modification such as acylation 

and encapsulation [12]. Encapsulation is a viable approach to protect active compounds from harsh environmental 

conditions, to enable easier handling or to provide a controlled release behaviour [13, 14]. Emulsification, gelation, 

liposomal encapsulation and spray-drying are widely applied encapsulation strategies that mainly utilize 

polysaccharides, gums and proteins as encapsulating agents [15]. The ionotropic gelation or ionic cross-linking 

method is based on the crosslinking of polyelectrolyte polymers such as alginate, chitosan and pectin by counter 

ions [16]. In particular, sodium alginate is widely utilized in food, biomedical and pharmaceutical applications. It 

is a linear and anionic polysaccharide composed of α-1,4-l-guluronic acid and β-1,4-d-manurunic acid units and is 

commercially available from brown algae [17]. It is biodegradable, biocompatible and nontoxic and has the ability 

to form cross-linked gel structures in the presence of divalent and multivalent cations [18].  

The objective of this study was to improve the thermal stability of black carrot anthocyanins by encapsulation. For 

this purpose, black carrot anthocyanins were obtained by ultrasound-assisted extraction by using water and ethanol 

at different concentrations. Alginate microparticles were prepared by ionotropic gelation method and the effects of 

parameters such as alginate concentration, flow rate of alginate solution, stirring rate and temperature of CaCl2 

solution and needle diameter were examined. Heat treatment was also applied to free and encapsulated 

anthocyanins to determine the influence of encapsulation on thermal stability. Thus, the effect of alginate based 

microencapsulation on the thermal stability of anthocyanin-rich black carrot extracts obtained by ultrasound-

assisted extraction was determined. 
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2. Materials and Methods 

2.1. Plant Material 

Black carrots were purchased from a local market. They were washed with tap water, sliced into small pieces and 

stored at -20oC until extraction experiments. Sodium alginate was from Tito. Calcium chloride, potassium chloride, 

sodium acetate and citric acid were purchased from Merck. Ethanol and methanol were from Honeywell. 

2.2. Ultrasound-assisted Extraction of Black Carrot Anthocyanins 

Anthocyanin extraction was carried out by ultrasound-assisted extraction method. Ultrasound-assisted extraction 

is one of the modern extraction techniques which overcome the limitations of laborious and time-consuming 

conventional extraction approaches and is extensively used in food and pharmaceutical industries. In ultrasound-

assisted extraction, mass transfer is enhanced by high shear forces and acoustic-induced cavitation in liquid medium 

[19, 20]. Consequently, enhanced yield and extract quality, lower energy and solvent consumption and reduced 

extraction time were obtained compared to conventional extraction techniques. In addition, ultrasound-assisted 

extraction is favourable for efficient extraction of thermally unstable compounds for which low or unsatisfactory 

yields are achieved by conventional methods [21–23]. 

In this study, sliced black carrots were weighed and mixed with extraction solvent (100% (v/v) water, 30% (v/v) 

ethanol, 70% (v/v) ethanol, 100% (v/v) ethanol) at a constant solid:liquid ratio of 1:20. An ultrasonic bath 

(Weightlab Instruments, Türkiye) with 40 kHz of frequency and 80 W of ultrasonic power was used and extraction 

experiments were conducted at 40oC for 40 min of extraction duration. After the extraction, samples were filtered 

through a filter paper. All experiments were done in triplicate.  

2.3. Determination of Anthocyanin Content 

The anthocyanin content of extracts was determined by the spectrophotometric pH differential method [24].This 

method is based on the reversible transformation of anthocyanin structure at different pH values. Anthocyanin 

molecules are pigmented at pH 1 while neutralized and become colorless at pH 4.5. The concentration of 

anthocyanin is proportional to the absorbance difference at λvis-max (510 nm) and calculated by using the molar 

extinction coefficient and molecular weight of the major anthocyanin the sample [25, 26]. Briefly, two dilutions of 

samples were prepared by 0.025 M potassium chloride and 0.4 M sodium acetate solutions for the pH adjustment 

of samples to pH 1 and pH 4.5, respectively. The absorbance of obtained dilutions was measured at 510 and 700 

nm wavelengths and, monomeric and total anthocyanin contents were calculated as cyanidin-3-glucoside 

equivalent by the following equations: 

𝑀𝑜𝑛𝑜𝑚𝑒𝑟𝑖𝑐 𝑎𝑛𝑡ℎ𝑜𝑐𝑦𝑎𝑛𝑖𝑛𝑠 (
𝑚𝑔

𝐿
) =

𝐴 × 𝑀𝑊 × 𝐷𝐹 × 1000

𝜀 × 𝑙
 (1) 

𝐴 = (𝐴510 − 𝐴700)𝑝𝐻=1 − (𝐴510 − 𝐴700)𝑝𝐻=4.5 (2) 

𝑇𝑜𝑡𝑎𝑙 𝑎𝑛𝑡ℎ𝑜𝑐𝑦𝑎𝑛𝑖𝑛𝑠 (
𝑚𝑔

𝐿
) =

𝐴′ × 𝑀𝑊 × 𝐷𝐹 × 1000

𝜀 × 𝑙
 (3) 

𝐴′ = (𝐴510 − 𝐴700)𝑝𝐻=1 (4) 
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where DF is dilution factor, MW is molecular weight (449.2 g/mol), l is optical path length and ε is extinction 

coefficient for cyanidin-3-glucoside which is equal to 26900 L mol-1 cm-1. 

2.4. Preparation of Alginate Microparticles 

Alginate microparticles were prepared by the ionotropic gelation method [27]. Briefly, alginate solutions at two 

different concentrations (1% and 2%) were prepared by dissolving sodium alginate in distilled water overnight at 

room temperature.  The obtained alginate solution was pumped through a needle by a syringe pump (NE-300, New 

Era Instruments, USA) into 2% (w/v) CaCl2 solution and prepared microparticles were kept in CaCl2 solution for 

45 min under continuous stirring. Then, alginate microparticles were removed by filtration, rinsed with distilled 

water and dried at room temperature for 72 h prior to size measurement. Experiments were carried out to determine 

the effect of parameters such as alginate concentration, flow rate of alginate solution, temperature and stirring speed 

of CaCl2 solution and the needle size on the size, size distribution and sphericity of alginate particles as shown in 

Table 1. For all experiments, CaCl2 concentration, dripping distance (5 cm) and volumetric ratio of alginate and 

CaCl2 solutions (1:10) were kept constant. 

Table 1: Experimental conditions for the preparation of alginate microparticles. 

Exp. 

No 

Alginate solution CaCl2 Solution Needle 

Concentration Flow rate Stirring rate Temperature Size 

1 1% 1 ml/min 40 rpm 24oC 0.8 mm 

2 1% 1 ml/min 80 rpm 24oC 0.8 mm 

3 2% 1 ml/min 40 rpm 24oC 0.8 mm 

4 2% 1 ml/min 80 rpm 24oC 0.8 mm 

5 1% 3 ml/min 40 rpm 24oC 0.8 mm 

6 2% 3 ml/min 40 rpm 24oC 0.8 mm 

7 1% 3 ml/min 40 rpm 4oC 0.8 mm 

8 2% 3 ml/min 40 rpm 4oC 0.8 mm 

9 2% 1 ml/min 40 rpm 4oC 0.45 mm 

10 2% 3 ml/min 40 rpm 4oC 0.45 mm 

2.5. Measurement of microparticle size, sphericity and polydispersity index 

Randomly selected alginate microparticles were examined and images were taken by light microscopy. Average 

particle size was determined by ImageJ software [28] and polydispersity index (PDI) [29] was calculated by 

equation (5): 

𝑃𝐷𝐼 = (
𝜎

𝑑
)

2

(5) 

where σ is standard deviation and d is mean particle diameter. 

The shape of produced microparticles was characterized by sphericity factor (SF) [30] and sphericity coefficient 

(SC) [31] as dimensionless shape indicators. The equations (6) and (7) were used to calculate SF and SC, 

respectively. 

𝑆𝑝ℎ𝑒𝑟𝑖𝑐𝑖𝑡𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 =
(𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛)

(𝑑𝑚𝑎𝑥 + 𝑑𝑚𝑖𝑛)
 (6) 

𝑆𝑝ℎ𝑒𝑟𝑖𝑐𝑖𝑡𝑦 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
𝑑𝑚𝑖𝑛

𝑑𝑚𝑎𝑥

 (7) 
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In equations (6) and (7), dmax is the maximum (length) and dmin is the minimum (width) diameters of particles. 

Microparticles with SF < 0.05 and SC close to 1 were considered as spheres. 

2.6. Encapsulation of Black Carrot Anthocyanins in Alginate Microparticles 

Encapsulation of black carrot extract was conducted by two different methods as in situ and post loading. In the 

first method, black carrot extract was mixed with alginate solution and the obtained mixture was added dropwise 

to the CaCl2 solution under optimum conditions determined in the previous step. After the preparation, anthocyanin 

loaded alginate microparticles were removed by filtration and the pH differential method was applied to the 

remaining solution to determine the encapsulation efficiency. In the post loading method, encapsulation was carried 

out by absorption after the preparation of microparticles. Prepared alginate microparticles were immersed in an 

extract solution and left agitation for 3 h at room temperature. At the end of 3 h, the amount of unloaded anthocyanin 

was determined by the pH differential method. The following equation was used to calculate encapsulation 

efficiency [32]. 

𝐸𝑛𝑐𝑎𝑝𝑠𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%) =
𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑎𝑛𝑡ℎ𝑜𝑐𝑦𝑎𝑛𝑖𝑛 𝑎𝑚𝑜𝑢𝑛𝑡 − 𝑈𝑛𝑙𝑜𝑎𝑑𝑒𝑑 𝑎𝑛𝑡ℎ𝑜𝑐𝑦𝑎𝑛𝑖𝑛 𝑎𝑚𝑜𝑢𝑛𝑡

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑎𝑛𝑡ℎ𝑜𝑐𝑦𝑎𝑛𝑖𝑛 𝑎𝑚𝑜𝑢𝑛𝑡
× 100 (8) 

2.7. Comparison of Thermal Stability of Free and Encapsulated Black Carrot Anthocyanins 

Free and encapsulated black carrot extracts were immersed in a water bath at 70oC during 3 h and the anthocyanin 

content of samples was determined by the pH differential method. Free and encapsulated extracts stored at 4oC 

were used as controls. Thermal stability of black carrot extract was evaluated by calculation of retention efficiency 

as follows (Equation 9) [33]. 

𝑅𝑒𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%) =
𝐴𝑛𝑡ℎ𝑜𝑐𝑦𝑎𝑛𝑖𝑛 𝑐𝑜𝑛𝑡𝑒𝑛𝑡  𝑎𝑓𝑡𝑒𝑟 𝑠𝑡𝑜𝑟𝑎𝑔𝑒 𝑎𝑡 70℃

𝐴𝑛𝑡ℎ𝑜𝑐𝑦𝑎𝑛𝑖𝑛 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 𝑎𝑓𝑡𝑒𝑟 𝑠𝑡𝑜𝑟𝑎𝑔𝑒 𝑎𝑡 4℃
× 100 (9) 

To determine the storage behavior, reaction constant (k) and half-life (t1/2) were calculated for free and encapsulated 

black carrot anthocyanins by following equations (Equations 10 and 11) [34]: 

ln (
𝐶𝑡

𝐶0

) = −𝑘𝑡 (10) 

𝑡1
2⁄ = −

ln 0.5

𝑘
 (11) 

where C0 is the initial anthocyanin content, Ct is the anthocyanin content at the specific time, t is the time and k is 

the reaction constant. 

2.8. Statistical Analysis 

The paired Student’s t-test was used and the normality of the data was analyzed by the Kolmogorov-Smirnov test. 

In all tests, significant differences were considered when p < 0.05 [35]. 
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3. Results and Discussion 

3.1. Ultrasound-assisted Extraction of Black Carrot Anthocyanins 

Ultrasound-assisted extraction was applied to black carrot and, anthocyanin content of extracts obtained by four 

different extraction solvents namely water, ethanol, 30% (v/v) EtOH and 70% (v/v) EtOH were determined by pH 

differential method. Extraction with 100% (v/v) water yielded the lowest anthocyanin content (46.5 mg/L) which 

was followed by 100% (v/v) ethanol (47.4 mg/L) with an insignificant difference. As shown in Figure 1, using an 

ethanol-water mixture as an extraction solvent significantly improved the amount of extracted anthocyanin 

compared to the experiments in which pure solvents were used. EtOH of 70% (v/v) that yields 112.7 mg/L of 

anthocyanin content has been chosen as an extraction solvent and black carrot extract obtained by 70% (v/v) EtOH 

has been used for further encapsulation and thermal stability experiments. 

 

Figure 1. Anthocyanin content of black carrot extracts obtained by different solvents. 

3.2. Preparation of Alginate Microparticles 

Alginate microparticles were prepared by ionotropic gelation and calculated average microparticle sizes were 

present in Table 2. 

Table 2: Average diameter, polydispersity index (PDI), sphericity factor (SF) and sphericity coefficients (SC) of prepared 

alginate microparticles. 

Exp. 

No 
Diameter 

(µm) 

PDI SF SC 

1 541.2 0.109 0.178 0.717 

2 679.8 0.045 0.168 0.704 

3 776.2 0.084 0.075 0.861 

4 742.7 0.070 0.299 0.546 

5 612.9 0.016 0.177 0.709 

6 628.2 0.021 0.131 0.775 

7 601.2 0.032 0.384 0.467 

8 648.6 0.005 0.150 0.746 

9 462.4 0.010 0.094 0.846 

10 507.3 0.004 0.150 0.726 
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The effect of alginate concentration on average particle size, PDI value and sphericity was tested for 1% (w/v) and 

2% (w/v) concentrations. For a needle diameter of 0.8 mm, increased alginate concentration resulted in the 

formation of larger particles probably due to the rise of viscosity by increased polymer concentration which may 

lead to the formation of larger particles [31]. Stirring of the gelation bath is applied to prevent the aggregation of 

beads and to obtain a more homogenous cross-linking reaction. However, increased stirring rate creates strong 

centrifugal forces and may lead to the deformation of particle shape [36]. In accordance with this,  lower CaCl2 

stirring rate resulted in the production of microparticles with higher sphericity at constant alginate concentration 

(Figure 2A and 2B). Therefore, further experiments were conducted at 40 rpm stirring rate of the CaCl2 bath. At a 

40 rpm stirring rate, lower alginate concentration resulted in the production of microparticles with higher PDI value 

and lower sphericity that indicated the benefit of higher alginate concentration to produce spherical microparticles 

with narrow size distribution. When the alginate droplet enters the gelation solution, the drag forces acting on the 

droplet lead to shape deformation. It has been reported that alginate solution with low concentration and viscosity 

creates droplets less resistant to shape change while higher alginate concentration makes a huge contribution to 

retaining the spherical shape of the droplets [37].  The flow rate of alginate solution was also found to have a 

significant impact on sphericity and PDI value rather than average particle size. For 1% (w/v) alginate 

concentration, an increased flow rate mainly affected the PDI value of produced microparticles (decreasing from 

0.109 to 0.016) while at 2% (w/v) alginate concentration, a higher flow rate tended to produce microparticles with 

less sphericity. To determine the effect of the temperature of the CaCl2 solution, microparticle production was 

conducted at 4oC and 24oC. For 2% (w/v) alginate concentration, CaCl2 solution at 4oC resulted in the production 

of particles with narrow size distribution while its effect on particle size and sphericity was insignificant. Smrdel 

et al., prepared alginate beads by ionotropic gelation and the temperature of gelation bath has been shown to be 

ineffective on particle size while the higher gelation temperature improved particle sphericity [38]. In addition, 

shape and size distribution of alginate microparticles tended to be irregular with increased stirring rate of CaCl2 

solution. By changing the needle diameter from 0.8 mm to 0.45 mm, a huge decrease was obtained for average 

particle size while the obtained particles were more spherical in shape and had a lower PDI value (Figure 2C). 

Since the average particle size, size distribution and sphericity have a significant impact on the release behavior, 

they are of prime importance for the application of particles. For instance, the reduction of particle size results in 

an increased surface area to volume ratio and leads to overcoming mass transfer limitations while tear shaped 

microparticles possess a strong burst release profile for the encapsulated agent. Furthermore, the mechanical and 

chemical features of microparticles are significantly affected by particle sphericity. Spherical beads have been 

shown to possess higher mechanical strength compared to non-spherical counterparts [29, 31, 39]. Consequentially, 

2% (w/v) concentration and 1 ml/min flow rate for alginate solution, 40 rpm stirring rate of CaCl2 solution at 4oC 

and 0.45 mm of needle size were found to be the most appropriate conditions for the production of alginate 

microparticles with lower size, narrow size distribution and higher sphericity. 
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Figure 2. Optical microscope images of randomly selected alginates microparticles prepared at different conditions. 

3.3. Encapsulation of Black Carrot Anthocyanins in Alginate Microparticles 

Encapsulation of black carrot extract was conducted by two different methods as in situ and post loading, and both 

approaches were compared in terms of encapsulation efficiency. For the first method, 70.8% of initial anthocyanin 

was encapsulated during particle formation. However, absorption based encapsulation approach resulted in a 

significantly higher encapsulation efficiency as 87.7%. In previous studies, anthocyanin-rich extract from haskap 

berries was encapsulated in calcium-alginate microparticles with an encapsulation efficiency of 68.03% [40] while 

the encapsulation efficiencies of hibiscus anthocyanins by dripping extrusion were reported to vary between 67.9 

and 88.1% [41] which are in agreement with the obtained encapsulation efficiencies in our study. A higher 

encapsulation efficiency was obtained by post loading method which is probable due the release of extract into the 

gelation bath during in situ loading. Therefore, post loading was chosen as the encapsulation approach of 

anthocyanins in alginate microparticles. 

3.4. Comparison of Thermal Stability of Free and Encapsulated Black Carrot Anthocyanins 

Free and encapsulated black carrot extracts were incubated at 4oC and 70oC and anthocyanin content of samples 

was compared to control groups to determine the thermal stability. After exposure to 70oC for 3 h, the retention 

efficiencies were determined as 96.92% and 75.82% and degradation constants were 0.092 h-1 and 0.0104 h-1 for 

free and encapsulated anthocyanins, respectively. In addition, the half-life of anthocyanin rich extract was improved 

from 7.5 h to 66.5 h by encapsulation. These results elicited the ability of alginate microparticles for the protection 

of black carrot anthocyanins from thermal degradation and improvement of storage stability.  

4. Conclusion 

The color and stability of anthocyanin change during processing and storage of foods and, various encapsulation 

approaches are applied for the protection of these compounds from harsh environmental conditions. In this study, 

black carrot anthocyanins were obtained by ultrasonic-assisted extraction and encapsulated to enhance thermal 

stability. For this purpose, alginate microparticles were produced at different conditions and characterized in terms 

of average particle size, particle sphericity and PDI values. Optimum conditions for the production of alginate 
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microparticles with lower size, higher sphericity and narrower size distribution were elicited as 2% (w/v) alginate 

concentration, 1 ml/min flow rate, 4oC CaCl2 temperature, 40 rpm stirring rate and 0.45 mm needle diameter 

resulting in particle size of 462.4 μm, sphericity factor of 0.094 and PDI of 0.01. Thermal stability tests were also 

conducted and the obtained results revealed that half-life of encapsulated anthocyanins was significantly higher 

than its free form. In conclusion, this study suggests that encapsulation of black carrot anthocyanins in alginate 

microparticles improved their thermal stability and possessed a high potential to be utilized as an ingredient for 

food applications. 
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Abstract 
 
Polyaniline boronic acid, a conducting polymer with unique properties, has gained attention 

for its potential applications in flow batteries, sensors, drug delivery systems, and 

electrochemical devices. Understanding the redox behavior of this polymer in the presence of 

sugars is of particular interest due to the potential implications for its functionality in various 

applications. Cyclic voltammetry is employed to analyze the redox behavior of the polymer in 

aqueous solutions with glucose and table sugar. Preliminary results suggest that the presence 

of glucose increase and table sugar decrease the peak values. The diffusion coefficient of the 

polymer is found as 2.6x10-9 cm2/s. The choice of supporting electrolyte, exemplified by 

potassium carbonate and potassium chloride, also exhibited an influence on redox behavior of 

polyaniline boronic acid, and peak potential and peak values are higher in potassium chloride 

solutions.  

 

Keywords: Redox, Cyclic voltammetry, Flow batteries, Polyaniline boronic acid, Glucose, Table 
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1. Introduction 

Redox active materials are significant due to their pivotal role in many electrochemical processes, enabling efficient 

electron exchange and facilitating redox reactions. These materials are essential elements in various applications, 

such as energy storage systems, catalysis, sensors, and electronic devices [1, 2]. Their ability to undergo reversible 

changes in oxidation states makes them valuable for storing and releasing energy, enabling the development of 

high-performance batteries and supercapacitors. Moreover, redox active materials find significance in the design 

of catalysts for promoting chemical transformations and in the creation of sensors for detecting analytes in various 

fields. The fundamental redox properties of these materials contribute to their versatility and make them 

indispensable in advancing technologies that rely on efficient electron transfer mechanisms [3, 4]. 

The ability of conductive polymers to transfer electrons, driven by their redox properties [5, 6] remains a hot debate 

among researches. These materials have a conjugated backbone with alternate single and double bonds. There are 

many examples of these types of conductive polymers such as polyaniline (PANI), polypyrrole (PPY) and poly 

(3,4-ethylenedioxythiophene) (PEDOT). It is this group of conductive polymers that can control the surface charge 

on the basis of their high conductivity. They are used in many applications including redox flow batteries, skin 

tissue engineering, wound treatment, high-performance supercapacitors besides antibacterial and antioxidant uses. 

This implies that they have diverse applications where changing the electrical charge on their surfaces is necessary 

[7]. 

Polyaniline boronic acid (PABA) is a conductive polymer that exhibits a distinctive blend of electrical conductivity 

and redox responsiveness [8–10]. This characteristic renders it a highly attractive option for novel technologies and 

multipurpose devices. PABA has attractive uses in a variety of industries, such as electrochemical devices, drug 

delivery systems, and sensors. One of PABA's most interesting features is its redox behavior, which is essential to 

its operation. Gaining insight into PABA's interactions with redox-active species—especially those found in 

aqueous environments—is essential to realizing its potential in a range of biological and technological applications 

[7, 11–17]. 

PABA’s potential applications range from glucose biosensors to drug delivery systems for controlled release, 

highlighting the importance of understanding its redox behavior in the context of these applications [18]. PABA 

can also serve as electroactive components in energy storage devices, such as supercapacitors and batteries, where 

their redox processes are instrumental in storing and delivering electrical energy. An in-depth understanding of the 

redox behavior of PABA can thus have implications beyond the realms of sensors and drug delivery systems, 

extending into the domain of sustainable energy storage and conversion [19]. 

In previous studies, electrochemical tests of PABA polymer in various environments were performed [7, 12, 13, 

15, 20, 21]. However, since the studies were generally related to sensors, the graphite electrode was coated with 

PABA, and then their performance was tested with different salt structures in acidic environments [21]. 

There were no CV tests performed with PABA in aqueous solutions according to the literature. Hence, in this study, 

it was aimed to prepare the solution of PABA polymer in aqueous media and subject it to CV tests and to guide 
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future studies based on its behavior. Additionally, in order to increase solubility, the CV behavior of PABA was 

tested with additives such as glucose and table sugar [19, 21, 22, 16], which were previously used in the literature. 

It was observed that the solubility of PABA is high in a basic environment and its half-wave peak potential is very 

low, while in an acidic environment, both solubility and peak potential are low. Therefore, the solution was prepared 

in a neutral environment. 

2. Materials and Methods 

2.1. Materials 

3-Aminophenylboronic acid monohydrate (98 %) and Potassium Iodate (KIO3) were obtained from Thermo Fisher 

Scientific Chemicals. Hydrochloric Acid (37 %, ACS reagent) was obtained from Fluka. Nitrogen gas was obtained 

from Asalgaz company. All electrodes were obtained from CH Instruments Inc. (Austin, Texas, USA). Glucose 

powder (chemical grade) was obtained from Sigma Aldrich. Typical market sugar is used as sugar addition. 

Potassium Carbonate (K2CO3) was obtained from AGC chemicals. Potassium chloride was obtained from Sigma 

Aldrich. 

2.2. Electrochemical Studies  

The main electrochemical method used to examine the redox characteristics of polyaniline boronic acid (PABA) 

in an aqueous environment was cyclic voltammetry (CV), with particular focus on how PABA interacts with 

glucose and table sugar solutions. Three electrode systems were used with a CHI608E model from CH Instruments, 

and CHI608E Electrochemical Analyzer software was used for the electrochemical tests. A schematic 

representation of three-electrode system is shown in Figure 1. The EIS and CV methodologies were applied. At 

scan rates from 5 to 500 mV/s, the electrodes' cyclic voltammetric behaviors were examined in aqueous solutions 

of 1 M KCl, and 1 M K2CO3 to establish the intended ionic environment. Potential range of the cell was between -

1.2 to +0.8 V. Ag/AgCl and Platinium electrodes served as the reference and counter electrodes, while glassy 

carbon electrodes with a surface area of 0.7069 cm2 served as the working electrodes. The CV testing involved the 

purging of N2 gas. We conducted the experiments at room temperature. PABA, glucose, and table sugar were 

carefully dissolved in high-purity deionized water (DI water) to create solutions. Current-voltage profiles that 

showed PABA's redox activity in the presence of glucose and sugar solutions were the data gathered during the CV 

tests. By analyzing these profiles, peak potentials, peak currents, and electrochemical pathways were found, which 

shed light on how the addition of sugar affected the redox characteristics of PABA. 
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Figure 1. 3-electrode electrochemical cell system setup is schemetically shown. Working electrode is glassy carbon 

electrode, reference electrode is Ag/AgCl electrode and counter electrode is Platinum electrode. 

2.3. Synthesis of PABA 

The synthesis procedure utilized in our study had been employed in a prior investigation [23]. KIO3 was used to 

start the synthesis of polyaniline boronic acid (PABA). Hydrochloric acid (HCl) was used as the dopant to improve 

solubility and aid in the polymerization process. A nitrogen atmosphere was used to for the polymerization process. 

The reaction mixture was kept in an ice bath for a full day while the polymerization was taking place. During this 

time, there was a noticeable shift in color—the solution became a shade of purple. The successful polymerization 

of ABA into polyaniline boronic acid (PABA) is characterized by this color change. Following the completion of 

the polymerization procedure, contaminants and unreacted ABA were removed from PABA by precipitation and 

subsequent filtration. PABA was acquired with a substantial yield of 80% and to eliminate any remaining solvents, 

the purified PABA was vacuum-dried, producing a high-purity polymer. The chemical structure and purity of the 

synthesized PABA were verified via analytical technique: Fourier-transform infrared spectroscopy (FTIR). These 

investigations confirmed that PABA was successfully formed and guaranteed that it would be suitable for further 

electrochemical experiments. 

3. Results 

FTIR results for the monomers aniline boronic acid (ABA) and its polymer, PABA, are presented in Figures 2a and 

2b. In the FTIR spectrum of PABA, a broad absorption at 3263 cm−1 indicates O-H stretching, and a peak at 1180 

cm−1 suggests C-O stretching. Additionally, absorptions at 3460 cm−1 and 3380 cm−1 correspond to -NH stretching 

vibrations of ABA. During polymerization, we see absorption peaks, which move to higher wavenumbers, 

indicating that PABA has formed as expected, just like previous studies have shown [19, 24, 23]. 
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Figure 2. FTIR results of (a) ABA and (b) PABA polymers. 

The electrochemical studies conducted to examine the redox characteristics of PABA in an aqueous solution with 

the addition of glucose, and table sugar solutions offer important insights into how PABA behaves when these 

redox-active species are present. 

The redox activity of PABA was shown by CV experiments. In the absence of glucose and sugar solutions in Figure 

3, two redox peaks—which represent the PABA oxidation and reduction processes—were seen in 1 M K2CO3. The 

standard hydrogen electrode (S.H.E.) is used as a potential parameter in this study. The oxidation peak voltage is -

0.112 V, and the reduction peak voltage is -0.625 V for 500 mV/s scanning rate and half-wave potential is -0.368.5 

V. The oxidation of PABA (0) to PABA(I) and the reduction of PABA(I) to PABA (0) were represented by the 

anodic and cathodic peaks that were obtained in the cyclic voltammograms, respectively. In Figure 4, oxidation 

and reduction peak points of each scan rate (5 mV/s, 20 mV/s, 100 mV/, 250 mV/s, and 500 mV/s) of Figure 3 

were used. It shows the CV peak current versus square root of scan rate linear fit graph. According to this graph 

and using the Randles-Ševčík equation, 

𝑖𝑝 = (2.69 × 105)𝑛3/2𝐴𝐶(𝐷𝑣)0.5          (1) 

the peak current (ip) is determined by various factors, such as the number of moles of electrons transported in the 

reaction (n), the electrode's surface area (A), the concentration of the analyte in units of mol/cm3 (C), the diffusion 

coefficient (D), and the scan rate of the applied voltage (𝑣). The n value is taken as 1 for the number of electron 

transfer, A is taken as 0.07 cm2, and concentration is taken as 0.000001 M, and the slope of the reduction side is 

0.00217 which is equal to 
𝑖𝑝

𝑣0.5
 . After calculations, the diffusion coefficient of 1 mM PABA in 1 M K2CO3 is found 

as 2.6x10-9 cm2/s. The observed value appears to be relatively low when compared to other polymers that exhibit 

good solubility in aqueous environments. For instance, Poly(N-vinylbenzyl phthalimide-co-TEGSt) demonstrates 

a value of 2.33x10−7 cm2/s [25]. Nevertheless, the low diffusible nature of polymers makes PABA a viable 

candidate for such experiments. 
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Figure 3. Cyclic voltammetry of 1 mM PABA with 1 M K2CO3. 

 

Figure 4. CV peak current versus square root of scan rate linear fit graph for oxidation and reduction peak currents of Figure 

3, which shows 1 mM PABA with 1 M K2CO3. 
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Figure 5. Cyclic voltammetry of 1 mM PABA with 1 M K2CO3 with addition of 1 mM table sugar, scan rate is 100 mV/s. 

The effect of table sugar is shown in Figure 5. The redox behavior of PABA was negatively affected by the addition 

of table sugar to the aqueous environment in 1 M K2CO3. The redox peaks become lower, and the half-wave 

potential decreases after addition. However, the area between the peaks increases, so the area between peaks in a 

CV curve can be related to the overall capacity. The influence of table sugar on the redox behavior of PABA in a 

1 M K2CO3 aqueous environment was negative, as evidenced by a reduction in redox peaks and a decrease in the 

half-wave potential upon addition. Despite these changes, the area between the peaks in a cyclic voltammetry (CV) 

curve increased, suggesting a potential relationship to the overall capacity.  

In some instances, the addition of glucose led to an increase in peak currents and a slight shift in peak potentials 

(Figure 6(a)). This enhancement in redox activity is attributed to the interaction between glucose and PABA, which 

can facilitate electron transfer processes and promote the conversion between the leucoemeraldine and emeraldine 

oxidation states. The degree of enhancement varied with glucose concentration, with higher concentrations 

generally resulting in more pronounced effects [12, 26, 27]. 

On the contrary, specific sugar additions, notably sucrose and lactose, demonstrated a contrasting impact by 

diminishing peak currents and modifying peak potentials. The inclusion of these sugars introduced steric hindrance, 

influencing the kinetics of electron transfer, and resulting in the suppression of the redox activity of PABA. The 

extent of this suppression was found to be directly related to the concentration of sugars [28, 29]. 
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Figure 6. Cyclic voltammetry of 1 mM PABA with (a) 1 M KCl, (b) 1 M KCl and 1 M K2CO3 with the addition of 1 mM 

glucose. 

To determine the impact of K2CO3 on PABA in comparison to KCl, an investigation was conducted, and the results 

are presented in Figure 6(b). The solution of Figure 6(b) was carefully prepared by mixing 1 M KCl and 1 M K2CO3 

in distilled water as the solvent. To observe the clear difference between these solutions, Figure 7 shows the 100 

mV/s scan rate CV comparison. PABA polymer can dissolve in basic solutions easily, but the reduction and 

oxidation points become invisible. Visible peaks can be observed in acidic conditions mostly, but in acidic 

conditions there were no solubility. Hence, neutral conditions would mostly be ideal for aqueous PABA solutions. 

In this study, to increase the pH value of KCl solution, 1 M K2CO3 solution had been added as drops (2 drops equal 

to 0.1 mL) to observe the effect of pH. There is a visible drop in both peak voltage and peak current, as evidenced 

by the significant difference in the half-wave potential. This variation indicates a distinct influence of the choice of 

supporting electrolyte on the redox behavior of PABA. The shift in peak potential and reduction in peak current 

suggest altered electrochemical kinetics and charge transfer processes, presenting the sensitivity of PABA to the 

nature of the supporting electrolyte. Further analyses and comparisons with alternative electrolytes will contribute 

to a comprehensive understanding of the factors influencing the redox behavior of PABA in different environments, 

aiding in the design and customization of PABA-based materials for specific electrochemical applications. 
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Figure 7. Cyclic voltammetry of 1 mM PABA with 1 M KCl, 1 M KCl and 1 M K2CO3 with the addition of 1 mM glucose, 

scan rate is 100 mV/s. 

4. Conclusion 

In conclusion, this study investigated the redox properties of polyaniline boronic acid (PABA) in an aqueous 

environment with a focus on its interaction with glucose and table sugar additions. Cyclic voltammetry experiments 

provided valuable insights into the electrochemical behavior of PABA, shedding light on its potential applications 

in batteries, sensors, drug delivery systems, and other electrochemical devices. The research revealed that the redox 

behavior of PABA was influenced by the addition of sugar species. The presence of glucose led to an enhancement 

in redox activity, manifested by increased peak currents and a slight shift in peak potentials. This enhancement was 

attributed to the facilitation of electron transfer processes and the promotion of conversion between the 

leucoemeraldine and emeraldine oxidation states of PABA. The degree of enhancement varied with glucose 

concentration, emphasizing the importance of understanding the concentration-dependent effects on PABA's redox 

behavior. 

In contrast, the addition of particular sugars, had an inhibitory impact on the redox activity of PABA. The 

suppression observed was marked by reduced peak currents and altered peak potentials, which can be attributed to 

steric hindrance affecting the kinetics of electron transfer. Furthermore, the choice of supporting electrolyte was 

found to significantly impact the redox behavior of PABA. A notable drop in both peak voltage and peak current 

was observed when using K2CO3 compared to KCl, indicating the sensitivity of PABA to the nature of the 

supporting electrolyte. These findings provide a foundation for tailoring PABA's redox behavior for specific 

applications, including biosensors, drug delivery systems, and energy storage devices. Further investigations into 

the effects of different electrolytes and concentrations will enhance the versatility of PABA-based materials in 

diverse electrochemical applications. 
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