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Image-Based Control of 2-DOF Ball Balancing System 

  
 

Abstract 

In this study, the Ball-Plate stabilization system is designed to control with image processing 

algorithms. The position of the ball is aimed to control by tilting the plate on which the ball is 

located at a certain position and velocity. The system has two rotational degrees of freedom and 

is unstable.  In the system, two DC motors are used as an actuator, and a camera is used as a 

feedback sensor.  The camera captures the position of the ball and image processing algorithm 

calculates the that position to blance the plate..PID control is selected for servo motors. Thus, the 

position of the ball can be controlled so that it converges to the desired point on the plate. Real-

time tests are conducted, and Maximum Overshoot and Steady State Error are calculated for both 

the x and y-axis, and results are given in figures. For the setpoint (15 cm, 15 cm) the Maximum 

Overshoot and Steady State Error were measured at 40.6% - 8% on the x-axis and 48.6% - 8.6% 

on the y-axis, while for the setpoint (10 cm, 10 cm) The Maximum Overshoot and Steady State 

Error were measured at 40.6% - 8% on the x-axis and  48.6% - 8.6% on the y axis. 
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1. Introduction 

Automatic control systems are an indispensable part of today’s autonomous systems and are used in all areas where 

human beings develop technologically, such as input-output control of reactions in chemical and biological studies, 

power generation facilities, position and velocity control of aircraft in aviation, and space industries. Image processing 

is one of the important issues of our age, which gives very efficient results when used with automatic control systems. 

In recent years, these two phenomena have been used together, and visual servoing has been studied frequently in the 

engineering literature. The information needed by the control system can be obtained by using image processing 

techniques. By filtering the raw images taken from the camera and by performing mathematical operations, objects can 

be tracked and detected, and necessary information can be obtained. The Ball and Plate system is an example of visual 

servoing. The position information of the ball is obtained using the images. After processing the images necessary 

information is calculated to control the servo motors. The system tries to stabilize the ball by updating the information 

it receives from the camera. 

 

Awtar et al. discuss the basic design and development of a classical Ball-Plate system according to mechatronic design 

principles. The realization of the design touches on basic facts such as cost, performance, and functionality. It studies a 

completely dynamic system review, hardware design, sensor and actuator selection, system modeling, parameter 

identification, and controller design for the top-plate system. The touchscreen is used to track the ball coordinate instead 

of the camera [1]. Brezina et al. discuss developing the classic Ball-Plate system. Different methods are tried to improve 

the system hardware and software. The study especially focuses on the effect of different image processing algorithms 

on cycle times and delays [2]. Itani designed a ball stabilization system using two Servo Motors, ARDUINO as a 

microprocessor and a camera for feedback. The transfer function was calculated by mathematical modeling of the 

system, and a PID controller was designed with a transfer function. The system was implemented in real-time, and the 

stability and efficiency of the system were shown with graphs [3]. Ho et al. designed both a real-time prototype and a 

virtual simulation of the Ball-Plate system. A detailed dynamic model of the system was created and the system 

wascalculated with the coefficients obtained from the dynamic model. The accuracy of the system in the prototype and 

simulation were examined and compared [4]. Taifour et al. studied on a real-time system design for ball balancing on a 

single axis. In the system, a Servo Motor wasused as an actuator, while an ultrasonic distance sensor was used for 

feedback and ARDUINO as a microcontroller. PID was preferred as the controller, and the study aims to experimentally 

measure the system response and stability according to the changing P, I, and D coefficients [5]. Kocaoğlu designed a 

Ball Beam system that aims to keep the ball at any selected point on the rod. The current state of the ball was measured 

by using different sensors, and the ball is displaced by changing the rod’s angle through various motors. By applying 

different control algorithms, the positioning of the ball at the desired point was tried to be ensured appropriately. Settling 

time, maximum overshoot, and steady-state error were tried to be kept in optimum condition. The PID control method 

was applied, and the experimental setup was conducted [6].  Fabregas et al. focused on the variable set point for the 

Ball-Plate system in a simulation. While the position of the ball was usually controlled with a fixed point, the setpoint 

was changed to a certain trajectory (like a square, circle, or ellipse). Both ball position control and trajectory tracking 

were performed by different controllers [7]. Fan et al. designed a Ball-Plate system using the Hierarchical Fuzzy Control 

method. A setup of the system was designed, and the system was run in real-time. While an empty and flat plate was 



 
Gürsoy and Adar J Inno Sci Eng 6(2):160-174 

162 

 

used in general Ball-Plate systems, obstacles were placed on the plate in this study, and the ball was ensured to reach 

another point from a certain point. The trajectory of the ball was determined by the Fuzzy Logic Control method [8].  

Chen et al. studied the control of Ball-Plate systems on a robot that moved on rough terrain instead of on a fixed ground. 

The design of a walking robot with 6 parallel legs and the mathematical model of the movement were combined with 

the model of the classical Ball-Plate system. An experimental setup was conducted, and the system was examined in 

real-time [9]. Chi-Cheng et al. manufactured the plate of ball balancing system move with a design different from 

classical methods. Ball coordinates were obtained with image processing algorithms. To stabilize the plate, a manipulator 

with two degrees of freedom waspreferred rather than a Servo Motor. Linear Quadratic Regulator (LQR) was designed 

as the controller, and experimental studies were performed to increase the stability of the system [10].  

 

Park and Lee, used a 6-degree-of-freedom Robot Manipulator as an actuator to move the plate instead of servo motors. 

Ball coordinates are obtained with Image Processing algorithms. The experimental setup is implemented in real-time 

[11]. Kassem et al designed a Ball-Plate system using the 6 DOF Stewart Platform. PID, LQR, Sliding Mode, and Fuzzy 

Logic Controller are used separately to control the ball position in the system. Four control methods are compared in 

terms of efficiency and accuracy when the system is being operated both for a fixed setpoint and for following a 

trajectory. The system is tested both in the simulation and on the experimental setup [12]. 

 

In this study, the position of the ball on the plate with two degrees of freedom was automatically controlled with image 

processing techniques. The system consisted of two Servo motors, a camera, a controller, a plate, and mechanical parts 

that enable the system to move. Servo Motors rotated the plate in two different axes, and the ball could move as the 

force (gravity) acting on the ball changes. To calculate the change in the position of the ball against the angle change of 

the motors, the mathematical modeling of the system was derived, and the Transfer Function was obtained. A PID-based 

controller was designed using the transfer function. The position information of the ball was obtained by using image 

processing algorithms through a camera placed on the system, and this coordinate ws used as feedback. Maximum 

Overshoot and Steady State Error were calculated for both the x and y axes, and the results are given in figures. 

2. Materials and Methods 

2.1. Experimental Setup and Mathematical Model of Ball Balancing Table 

The experimental setup of the ball-plate system consisted of the servo motors, Arduino Uno, camera, and mechanical 

parts, and was given in Figure 1. TowerPro MG996 servo motors were used as actuators. HXSJ A870 webcam having 

a resolution of 640x480 pixelswas peferred, and a connection wa established via the USB port. The top plate was made 

of 30x30x3 mm wood. Mechanical parts were manufactured by using the additive manufacturing technique with PLA 

filament at 80% fill rate and 0.2 mm layer thickness. The system was an example of an electromechanical system, and 

its mathematical modeling was examined, and the transfer function of the system was calculated to design a controller. 
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Figure 1. Experimental Setup 

 

The plate on which the ball was located can move in two axes. However, since both axes were symmetrical with respect 

to each other, their dynamic equations were considered the same, and the system could only be modeled on one axis 

[11]. Therefore, the mathematical modeling and transfer function were calculated only for the x-axis. The ball and plate 

system model was presented in Figure 2. 

 

 

 

Figure 2. Dynamic Model of the System (x-axis) [3] 

 

The parameters of the system are given in Table 1. 
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Table 1. Parameters of The System 

Parameters Value 

𝑚𝑏(kg) 0.0025 

𝑟𝑏(m) 0.02 

g(m/s2) 9.81 

𝐼𝑏(kg.m2) 3.2 x 10-6 

𝐿𝑝(m) 0.3 

𝑟𝑎(m) 0.024 

 

 

In this study, the dynamical model of the system is derived with Euler-Lagrange Equations. 

 

d

 dt
(

 ∂ℒ

 ∂ 𝑞𝑖̇
) − 

∂ℒ

∂𝑞𝑖
  = Q𝑖                                                                  (1) 

 

and the Lagrangian is as: 

 

 ℒ = T − V                                                        (2) 

 

where T is Kinetic Energy, and V is the Potential Energy of the system, respectively. 

 

The kinetic energy of a ball and the table are calculated as follows:   

 

𝑇𝑏 =
1

2
[𝑚𝑏(�̇�𝑏

2+�̇�𝑏
2)+ 

𝐼𝑏

𝑟𝑏
2 (�̇�𝑏

2+�̇�𝑏
2)]  =  

1

2
(𝑚𝑏 +  

𝐼𝑏

𝑟𝑏
2)(�̇�𝑏

2+�̇�𝑏
2)                   (3) 

𝑇𝑝 =
1

2
(𝐼𝑃 + 𝐼𝑏)(�̇�2 + �̇�2) + 

1

2
𝑚𝑏(𝑥𝑏

2�̇�2 + 2𝑥𝑏�̇�𝑦𝑏�̇� + 𝑦𝑏
2�̇�2)                      (4) 

 

where T_b is the kinetic energy of the ball, T_p is the kinetic energy of plate, m_b is the mass of the ball, r_b is the 

radius of the ball, x_b is the position of the ball on the x-axis, y_b is the position of the ball on the y-axis, x _̇b is the 

velocity of the ball on the x-axis, y _̇bis the velocity of the ball on the y-axis, I_(b ) is the ball’s moment of inertia, I_p 

is the moment of inertia of the plate, α is the angle of the plate on the x-axis, and β is the angle of the plate on the y-axis. 

 

The total kinetic energy of a system is a sum of the kinetic energy of a ball and the kinetic energy of a table and is as 

follows: 

 𝑇 = 𝑇𝑏 + 𝑇𝑝 =
1

2
(𝑚𝑏+  

𝐼𝑏

𝑟𝑏
2)( �̇�𝑏

2+�̇�𝑏
2) +

1

2
(𝐼𝑃 + 𝐼𝑏)(�̇�2 + �̇�2) 

      + 
1

2
𝑚𝑏(𝑥𝑏

2�̇�2 + 2𝑥𝑏�̇�𝑦𝑏�̇� + 𝑦𝑏
2�̇�2)                               (5) 
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The total Potential Energy of a system occurs with the ball because the reference is selected as the pivot point of the 

plate. The potential energy of the system is calculated: 

  𝑉𝑏 = 𝑚𝑏𝑔ℎ = 𝑚𝑏𝑔(𝑥𝑏𝑠𝑖𝑛 𝛼 + 𝑦𝑏𝑠𝑖𝑛𝛽)                           (6) 

 

where g (m/s2) is gravity. 

 

Using Equations (5) and (6), The Lagrangian is expressed as:  

 

ℒ =
1

2
(𝑚𝑏+  

𝐼𝑏

𝑟𝑏
2)( �̇�𝑏

2+�̇�𝑏
2) +

1

2
(𝐼𝑃 + 𝐼𝑏)(�̇�2 + �̇�2) 

       + 
1

2
𝑚𝑏(𝑥𝑏

2�̇�2 + 2𝑥𝑏�̇�𝑦𝑏�̇� + 𝑦𝑏
2�̇�2)  − 𝑚𝑏𝑔(𝑥𝑏𝑠𝑖𝑛 𝛼 + 𝑦𝑏𝑠𝑖𝑛𝛽)                                (7) 

 

Equations (8), (9), and (10) are calculated by taking the derivatives of Equation (7) according to the time, the position 

of the ball, and the velocity of the ball. 

 

∂ℒ

∂�̇�𝑏
= (𝑚𝑏+  

𝐼𝑏

𝑟𝑏
2) �̇�𝑏                                  (8) 

∂

𝑑𝑡

∂ℒ

∂�̇�𝑏
 = (𝑚𝑏+  

𝐼𝑏

𝑟𝑏
2) �̈�𝑏                                 (9) 

 
∂ℒ

∂𝑥𝑏
= 𝑚𝑏(𝑥𝑏�̇� + 𝑦𝑏�̇�)�̇� − 𝑚𝑏𝑔𝑠𝑖𝑛 α                                     (10)     

  

If the equations (9) and (10) are substituted into equation (1) and rearranged, the dynamical model of the system is 

obtained as: 

 

(𝑚𝑏+  
𝐼𝑏

𝑟𝑏
2) �̈�𝑏 − 𝑚𝑏(𝑥𝑏�̇� + 𝑦𝑏�̇�)�̇� + 𝑚𝑏𝑔𝑠𝑖𝑛 α = 0                                    (11) 

 

Equation (11) is a non-linear mathematical model. To derive the Transfer Function of the system, linear model is needed. 

The small deviation of α and 𝛽 in Equation (12) is linearized as: 

 

(𝑚𝑏+  
𝐼𝑏

𝑟𝑏
2)�̈�𝑏 +

𝑚𝑏𝑔𝑟𝑎

𝐿𝑝
𝜃𝑥 = 0                                        (12) 

 

Since the system is symmetrical, the mathematical model of the y-axis is the same as the x-axis and is as follows:   

 (𝑚𝑏+  
𝐼𝑏

𝑟𝑏
2)�̈�𝑏 +

𝑚𝑏𝑔𝑟𝑎

𝐿𝑝
𝜃𝑦 = 0                                        (13) 

 

When the Laplace transform is applied to the expression in Equation (12) and 𝑋𝑏(𝑠) and  𝜃𝑥(𝑠) are selected as output 

and input of a system, the transfer function of a system is calculated as: 
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 𝑃(𝑠) =
𝑜𝑢𝑡𝑝𝑢𝑡

𝑖𝑛𝑝𝑢𝑡
=

𝑋𝑏(𝑠)

𝜃𝑥(𝑠)
= −

𝑚𝑏𝑔𝑟𝑎

𝐿𝑝(𝑚𝑏+ 
𝐼𝑏

𝑟𝑏
2)𝑠2

 
𝑟𝑎𝑑

𝑚
                      (14) 

 

According to the parameters in Table 1, the transfer function is defined as: 

 

TF = G(s)  =  
0.107

𝑠2

𝑑𝑒𝑔

𝑐𝑚
                             (15) 

 

The servo motor was worked in real-time and the data set was obtained as input voltage and output velocity. Using this 

data, the transfer function of the servo motor was calculated as follows: 

 

𝐺𝑀(𝑠) =  
𝜗(𝑠)

𝑉𝑀(𝑠)
 =

𝐾𝑀

𝜏𝑠+1
 =  

100

0.01𝑠 +1
                             (16) 

 

where 𝐾𝑀 is the motor gain coefficient, and τ is the time constant of the motor. 

2.1.1. PID Controller Design 

The mathematical model of the PID controller is as follows: 

 

u(t) =  𝐾𝑝e(t) +  𝐾𝑖 ∫ 𝑒(𝑠)𝑑𝑠
𝑡

0
+ 𝐾𝑑

𝑑𝑒(𝑡)

𝑑𝑡
                            (17) 

 

where u(t) is the output of the controller, e(t) is the control error, Kp is the proportional coefficient, Ki is the integral 

coefficient, and Kd is the derivative coefficient. 

 

The closed-loop block diagram of the system is given in Figure 3 where G(s), and GM(s) is the system’s and servo 

motor’s transfer functions. PD controller is selected to control the system. 

 

 

Figure 3. Closed-Loop Block Diagram of the System 

 

The close-loop transfer function and the characteristic equation of the system are given below in Equation (18) and 

Equation (19), respectively. If the denominator of the closed-loop transfer function is set to zero, the characteristic 

equation is calculated as follows: 

 

 
Y(s) 

R(s) 
 = 

(𝐾𝑝 + 𝐾𝑑𝑠)(G(s))(𝐺𝑀(𝑠)) 

1 + (𝐾𝑝 + 𝐾𝑑𝑠)(G(s))(𝐺𝑀(𝑠))
                           (18) 
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0.01𝑠3 + 𝑠2 + 10.7𝐾𝑑𝑠 + 10.7𝐾𝑝 = 0                        (19) 

 

Since the characteristic equation in (19) is the third order and the general characteristic equation formula is the second 

order, the factor (a*s +b) is added to the general characteristic equation. 

 

𝑃𝐷(𝑠)  = (as + b) (𝑠2 + 2ξωns + 𝜔𝑛
2)                        (20) 

 

where ξ is the damping ratio, and 𝜔𝑛  is the undamped natural frequency. 

 

 “ξ” and “ωn” values are calculated using “overshoot” and “settling time” parameters. The overshoot value and the 

settling time are chosen as %2 and 1 second, respectively. The ξ is calculated as 0.7797 and the ωn value as 5.12. Since 

the ξ is less than 1, it is expected that the system will oscillate and reach the set point. With the calculated values, the 

formula is rearranged, and Equality (21) is obtained as follows: 

 

𝑃𝐷(𝑠)  =  𝑠2 +  8s +  26.32                           (21) 

𝑃𝐶(𝑠)  = 𝑃𝐷(𝑠)                                 (22) 

 

If the equality in (22) is achieved and both equations are equalized, a, b, Kp, and Kd coefficients are obtained as follows: 

 

a=0.01        b=0.92        𝐾𝑝 = 2.45        𝐾𝑑 =  0.69                    (23) 

 

As obtained in Equation (23), the “Kp” value was 2.45, and the “Kd” value was 0.69. While the system was running, 

steady-state error was always detected because of the friction forces that were neglected while creating the dynamic 

model of the system and the gaps in the mechanical connections. The “I” coefficient of the PID works to eliminate this 

continuous steady-state error. Therefore, the controller was designed as PD, but the “I” coefficient was experimentally 

optimized and used as Ki=0.03. 

2.2. Image Processing 

Image processing is a set of operations for making meaningful inferences from an image. These operations are obtained 

by using mathematical operations to be performed on the pixels that make up the image. With different algorithms, a lot 

of information can be obtained from the image and used for different purposes such as control of the mechatronics 

systems. In this study, image processing is used for object recognition and object tracking. Algorithms are written on 

the PYTHON. 

2.2.1. Color Spaces and Masking 

To analyze the concept of color in the digital world and to correspond to a mathematical equivalent, there is more than 

one characterization method. Each of these methods is called Color Space. Each Color Space is used for different 
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purposes. The raw image obtained from the camera is in “RGB” Color Space format. In this format, each color is 

obtained as a result of combining the red, green, and blue colors in different proportions. 

 

However, since different light sources was used in the study, a Color Space with the light intensity (brightness) parameter 

was chosen.  “HSV” Color Space format was selected to solve this problem. In this format, each color was expressed in 

terms of hue, saturation, and brightness. In this way, different brightness values could be detected, and a protection 

algorithm could be written in response to light level changes. The ball on the table image from the camera was in “RGB” 

format. Then the image was converted form “”RGB” to “HSV” format, and was given in Figure 4. 

 

(a)      (b) 

 
 

Figure 4. a) “RGB” Color Space Image b) “HSV” Color Space Image 

 

In ideal light conditions, the average “HSV” values in pixels containing the ball were measured as (102, 67, 216), 

respectively. “HSV” threshold values were determined to operate system in different light conditions. . This process was 

calculated by experimentally measuring the “HSV” values of the pixels of the ball under different light conditions like 

unstable brightness levels, changeable light color and intensity. Measurements were made under the extreme conditions 

that could occur, and a more stable algorithm was established in this way. These threshold values were limited to a 

minimum of (90,50,50) and a maximum of (110, 255, 255) to be “H”, “S”, and “V”, respectively. 

 

To make edge detection operations easier, masking was done with the determined threshold values. The purpose of 

masking was to make the pixel values of different surface pixels more observable. Pixels within the range (ball) were 

obtained in white, and pixels out of the range (plane) were obtained in black. Figure 5 shows the image with the masking 

process. 
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Figure 5. Masked Image 

 

2.2.2. Coordinate Detection 

The ball coordinates, which was input to the control algorithm and then used as feedback, were obtained at this stage. 

To obtain the position information of the ball, the boundaries between the ball and the ground were determined. An edge 

detection algorithm was used to determine the boundaries. This process was done by frequency analysis and the 

separation of color regions of different intensities. The function detected the sudden color transition from 0 black pixels 

to 255 white pixels as border pixels. In this way, the white ball in the image was separated from the black background. 

The border-image of the spherical ball in the 2D image was a regular circle, and the center point of this circle was the 

desired coordinate information. To find the center point of the circle, the smallest rectangle that could contain the borders 

drawn. This rectangle was a square. The center point of the drawn square could be accepted as the center point of the 

circle. In this way, the coordinate information of the center point of the ball was calculated. In Figure 6, there is the 

image of the ball whose coordinate was found. 

 

 

Figure 6. The Center Point of The Ball 
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3. Results and Discussion 

The real-time image taken from the camera is processed with image processing algorithms. The first of these algorithms 

is pre-processing. The image is resized to the desired size and converted from “RBG” color space to “HSV” format. 

Then, maximum and minimum threshold values are obtained using the experimentally measured “HSV” pixel values of 

the ball. Masking processing is done by using threshold values. Finally, the edges of the ball are found by an edge finder 

function that performs frequency analysis of the pixel values in the masked, black and white image. The center point of 

the ball is obtained from the found edges. 

 

The input of the transfer function is calculated in “cm” as length units. However, the ball coordinate information is 

obtained as pixel size. Therefore, an appropriate conversion is made from the pixel size to the length dimension. The 

30x30 cm sized plate is measured as 440 pixels in the image from the camera, and the coordinate information is 

multiplied by a calculated coefficient and converted to “cm”. The coefficient is found as “0.0682” by doing 30 cm 

divided by 440 pixels. 

 

The position information of the ball is sent to two separate PID controllers for the x and y axes, and the angle values of 

the servo motors are obtained at the controller output. The whole system works in real-time. The general block diagram 

of the system is given in Figure 7. 

 

 

 

Figure 7. General Block Diagram of System 

 

The Kp and Kd values calculated in Equation (22) are theoretical values that are found for optimum operating conditions 

in the system. However, the system does not work satisfactorily with these calculated values in real-time. While creating 

the dynamic model of the system, some forces such as friction were ignored, and it was assumed that the ball would 

move without slipping. The gap in the structure of the U-joint used at the pivot point caused some losses and errors. 
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Therefore, the theoretically calculated PID coefficients are different from the most ideal coefficients in practice. The 

parameters which the system can operate in the most optimized way in practice are tested on the PID controller and 

areobtained as Kp=2.1, Kd=1.1, and Ki=0.03. In theory, a “PD” controller is designed, but since a “steady-state error” 

is encountered in the system, a PID controller is used in practice by adding the “integral value (Ki)”. 

 

In the real-time system, the position graphs of the ball are obtained for different setpoints. In Figure 8 and Figure 9, there 

are position-time graphs on the x-axis and y-axis of the ball that the setpoint is set to be in the middle of the plate (15 

cm, 15 cm). In this graph, the Maximum Overshoot for the X-axis is 40.6%, and the Steady State Error is 8%, while the 

Maximum Overshoot for Y-Axis is 48.6%, and the Steady-State Error is 8.6%. 

 

 

Figure 8.  Position-Time Graph for x-Axis (Setpoint 15 cm) 

 

 

 

Figure 9.  Position-Time Graph for y-Axis (Setpoint 15 cm) 
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In Figure 10 and Figure 11, there are position-time graphs of the ball on the x-axis and y-axis where the setpoint is set 

at 10 cm for the x-axis and 10 cm for the y-axis. The Maximum Overshoot for the x-axis is 25%, and the Steady State 

Error is 5%, while the Maximum Overshoot for y-Axis is 49.5%, and the Steady State Error is 6%. 

 

 

Figure 10. Position-Time Graph for x-Axis (Setpoint 10 cm) 

 

 

 

Figure 11. Position-Time Graph for y-Axis (Setpoint 10 cm) 

 

4. Conclusions 

In this study, a ball balancing system was designed by using image processing. The system included two Servo Motors 

as an actuator and a camera as a feedback sensor. The instantaneous coordinates of the ball were found by processing 

the image taken from the camera. 

 

The dynamic model of the system was calculated using Lagrange-Euler Equationsand the transfer function was obtained 

to compute the PD coefficients. A PD controller was designed with Kp =2.45 and Kd =0.69. In the real-time 
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implementation, the PD controller was not satisfied. Thus PID controller was selected as Kp =2.45, Kd =0.69 and Ki= 

0.003. 

 

The time-dependent position of the ball was given with figures for each setpoint. When the setpoint was given as the 

midpoint of the plate, Maximum Overshoot was 25%-49.5%, and the Steady State Error was 5%-6% in the x and y axes, 

respectively.  

 

The gaps in the U-joint used in the system cause the plate to rotate around its axis. This important mechanical problem 

causes the system not to work stably in the regions far from the center. If the mechanical problem is eliminated, the 

system will operate more stable. 

 

NOMENCLATURE 

 

α   : Slope of the plate at x-axis 

β  : Slope of the plate at y-axis 

𝑚𝑏 : Mass of the ball 

𝑟𝑏   : Radius of the ball 

𝑥𝑏  : Position of the ball at x-axis 

𝑦𝑏      : Position of the ball at y-axis 

ℒ   : Lagrange 

𝑞𝑖  : Joint variable  

T   : Kinetic energy of the system 

V   : Potential energy of the system 

Q   : Generalized forces 

𝑇𝑏  : Kinetic energy of the ball 

𝐼𝑏   : Inertia moment of the ball 

𝑥𝑏′ : Linear velocity of the ball at the x-axis 

𝑦𝑏′ : Linear velocity of the ball at the y-axis 

𝑤𝑥  : Angular velocity of the ball at the x-axis 

𝑤𝑦  : Angular velocity of the ball at the y-axis 

𝑟𝑎  : Arm length of the servo motor  

𝐿𝑝  : Length of the plate 

𝜃𝑥   : Angle of the servo motor 

ξ      : Damping ratio 

𝜔𝑛   : Undamped natural frequency 

𝑡𝑠  : Settling time 
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The Structural Characterization, Radioluminescence Results, and Thermoluminescence 

Kinetic Parameters of Aventurine 

  
 

Abstract 

In this study, in which the optical and luminescence properties of aventurine, a silicate-based 

mineral, were examined, the crystal structure of the mineral was examined by XRD analysis, its 

rheological properties and the elements it contained were determined by SEM-EDX analysis, and 

its structural properties were examined by FT-IR analysis. In order to determine the luminescence 

properties, radioluminescence (RL) and thermoluminescence (TL) methods were used and 

kinetic parameters were calculated. In the measurements taken in bulk and powder form of 

Aventurine, it was observed that the powder sample had a much better spectrum intensity, it was 

observed that the emission around 570 nm became much more pronounced in the powder sample. 

On the other hand, similar emissions were detected in both samples, though at different 

intensities. In TL analysis, it was observed that Aventurine was responsive to both X-ray and 

ultraviolet radiation at three different doses. While after X-ray irradiation, Aventurine exhibited 

TL glow curves with peaks at maximum temperatures of 90 oC and 250 oC, under UV irradiation 

the TL glow curves concentrated in the high-temperature region which is around 300 oC 

observed. Also; the TL kinetic parameters were reported; activation energy (E), the order of 

kinetics (b), and frequency factor (s) of the first peak have been determined in detail by using 

Computerized Glow Curve Deconvolution (CGCD) method. 
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1. Introduction 

Aventurine is a mineral that has been used for many years as a glazing material. Aventurine, which is a silicon-based 

(SiO2) mineral, contains elements such as chromium, iron, magnesium, aluminum, and potassium, but also contains 

trace amounts of different elements. Aventurine, a type of quartz, is found in nature in green, orange, gray, and blue 

tones. Aventurine, which is frequently seen in green examples, has a granular structure with metallic lusters. It has a 

scaly appearance, has a microcrystalline structure, and also contains hematite and mica. Due to its silicate structure, it 

shows different colors depending on the number of impurity atoms that serve as color centers in the crystal structure. 

When we look at the studies on aventurine, it is seen that there are some characterization studies in general terms, but 

there are intense thermal studies on this mineral because it is widely used as a glazing material [1–4]. 

In a study on Beryl, one of the silicate group minerals, it was reported that it has a wide emission range between 300 

and 800 nm, with maximum peaks around 470 nm and 580 nm in the cathodoluminescence (CL) spectrum. It has been 

stated that the Cr3+ ion plays an important role in the color centers of the green-colored beryl mineral [5]. In the study 

on chalcedony, one of the most well-known minerals of the quartz family, a maximum TL peak was recorded at 110 °C 

for white chalcedony and 121 °C for blue chalcedony in the TL studies taken after X-ray excitation [6]. In TL 

measurements taken after irradiation of onyx mineral, which is also a variation of chalcedony, with gamma radiation, 

peaks were detected at 150 and 210 °C [7]. 

Since aventurine is a feldspar group and a mineral found in different colors in nature and used as a glaze material by 

heat treatment, the effect of the presence of color centers on the optical properties (radioluminescence) of the mineral is 

interesting for research. On the other hand, the investigation of thermoluminescence properties, which occur as a result 

of the thermal effect of interaction with radiation, gives a different perspective to the optical properties of aventurine 

minerals. 

In this study, unlike the literature, the optical and luminescence properties of aventurine are emphasized. In terms of 

luminescence, it has been observed that it has a strong thermoluminescence response due to radiation excitation. In 

addition, some characterization analyzes are also included. Radioluminescence and thermoluminescence properties of 

aventurine samples excited by X-ray and short-wavelength ultraviolet radiation were examined and kinetic parameter 

calculations were made on the glow curve. As stated above, no dosimetric and optical characterization studies of 

aventurine have been found in the literature. The sample used in the study was obtained commercially and is known to 

have been mined from the Mysore region of India. 
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Figure 1. Bulk and powder form Aventurine. 

 

Figure 1 shows the bulk and powder forms of aventurine minerals. In the press used for pellet preparation, the 

mechanically crushed mineral was powdered and sieved with a pore size of 150 microns. A powder sample was used in 

all analyzes. In order to compare the RL emissions of both, the bulk sample was also analyzed in the RL measurement 

only. In our previous studies on minerals, it was observed that better luminescence results were obtained from powdered 

samples. 

2. Materials and Methods 

PANanalytical Empyrean brand X-ray diffraction (XRD) device was used to determine the crystal structure of aventurine 

and to determine the major or minor phases present. The step scan range was determined as 10o-80o when the XRD 

pattern was taken from the powdered aventurine sample. Working conditions of diffractometer; current is determined as 

40 mA and voltage as 45 kV. The X-ray source of the device has a Cu-Ka anode and has a wavelength of 1.5405 Å. 

The FTIR spectra were carried out with a potassium bromide (KBr) disc for absorbance in the region 400–4000 cm−1 

using a Perkin Elmer Spectrum 100 FTIR spectrophotometer. Gemini SEM500 device was used to examine the surface 

morphology and to obtain EDX spectrum of the aventurine. 

TL glow curves of the aventurine exposed to short-wavelength UV light (254 nm) and X-rays were recorded in the range 

of 50 oC to 400 oC in a dark room with an RA94 Reader / Analyzer system in N2 atmosphere. In order to obtain the TL 

glow curve of the powder sample, thin aluminum pots prepared in a way that would not create a surface gap with the 

thermocouple in the sample room of the device were used. The TL responses of aventurine according to different 

excitation were taken at a heating rate of 2 oC/s after 10, 20, and 30 min irradiation for both sources. 

In the radioluminescence (RL) system, the X-rays obtained from the tungsten target by operating the Machlett OEG-

50A X-ray tube at 30 kV and 15 mA, which have a dose value of 30 Gy per minute, are directed to the sample. The 

occurring scintillation is transmitted to the Jobin Yvon spectrophotometer thanks to the optical path positioned at an 

angle. Signals are collected by a CCD (Charge Coupled Device) detector cooled with liquid nitrogen, and the 

luminescence spectrum is obtained by this process. 
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3. Results and Discussion 

3.1. XRD Analysis of Aventurine 

The X-ray diffraction (XRD) pattern and phase analysis of the aventurine was performed and represented in Figure 2. 

Quartz is a non-clay mineral commonly and invariably found in all specimens. Aventurine is a silicate-based mineral. 

The result of phase analysis for aventurine powder X’Pert Highscore Plus program was matched that planes of the 

hexagonal Silicon Dioxide (SiO2) such as (010), (011), (111), (112), (121), and (220) with XRD pattern of aventurine. 

In addition, low-intensity phases of cubic Fe2+ and tetragonal CrO2 referred to with ICSD cards no (96-900-6607) and 

(01-076-1232) respectively, were detected in the XRD pattern. 

 

Figure 2.  X-ray diffraction (XRD) pattern of aventurine. 

 

The Debye-Scherrer’s equation was used to calculate the average crystallite sizes of aventurine powder (1): 

 

                                (1) 

 

where D is the crystallite size (nm), k= 0.94, λCu = 0.15406 nm, β is the full width at half-maximum of the peak in 

radians corrected from instrumental broadening, and θ is the peak angle [6,8]. To calculate the average crystallite size, 
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(011) plane of the XRD pattern was used because of it has strongest intensity. The average crystallite size was found 

90.57 nm. The data used for calculation; Peak max (2θ): 26.5517221, θ2: 26.5912564, θ1: 26.4971291, FWHM: 

0.0941273, Cos (θ): 0.973276. 

 

3.2. FT-IR Spectrum of Aventurine 

Figure 3 shows the FTIR spectrum of aventurine. In accordance with the literature, the marked peaks which are Si-O 

interactions and the band assignment peaks of Al and Mg in the structure of the quartz-based aventurine mineral were 

specified. The findings are listed in Table 1. 

 

Figure 3. FTIR spectrum of Aventurine 

 

Table 1. FT-IR transmission bands assignments of aventurine [9,10]. 

Wavenumber (cm-1) Probable Band Assignment 

461, 511 asymmetrical bending vibrations of Si-O 

693  symmetrical bending vibrations of Si-O 

778 symmetrical stretching vibrations of Si-O 

1081,1179 asymmetrical stretching vibrations of Si-O due to low Al for Si 

substitution 

1625  inbound molecular water to Al or Mg. 

1886, 1995 combination of vibrations of the Si-O network 

2855, 2926 organic carbon 

3415  O--H group 

3623 stretching vibration of O–H 
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3.3. SEM Images and EDX Spectrum of Aventurine 

Fig. 4 is shown the morphology and composition of aventurine were assigned under scanning electron microscopy and 

energy-dispersive X-ray spectroscopy (SEM-EDX). This analysis gave valuable information about atoms that composed 

the mineral and that allowed the observation of the morphological structure of the aventurine mineral. The SEM images 

of microstructural features of two different sides (Fig. 4 a-b) were taken at a magnification 5000X, and it's seen that the 

aventurine has a layered microstructure. 

  

  

Figure 4. SEM images of Aventurine from different sides same diameter, and magnification. 

 

Figure 5. EDX spectrum of Aventurine. 

As seen in Fig.5, as expected according to the quantitative results, the presence of a high amount of Si shows itself. 

Following Si, Mg, Al, Fe, and Cr impurities have been detected. These atoms directly affect the luminescence properties 

of the mineral. 
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The coloration in minerals is due to defects in the crystal structure, impurity atoms, or both. The electrons that produce 

color by the absorption of light can sometimes be found on a foreign atom or in a defective crystal. An impurity or 

structural defect can create energy levels locally between the valance and conduction bands. If the energy differences 

between this energy level and the conductivity and valence bands are in visible light, coloration occurs. Thus, light 

energy stimulated an electron; providing an energy transition and causing the electron to transition to a higher energy 

level. The formation of coloration occurs by the absorption of some of the wavelengths that make up the light. These 

impurity atoms act as color centers. Atoms detected in EDX analysis can exist in ionic states with different charges. The 

emission behaviors of the ionic states of these detected atoms are discussed under the title of RL properties. 

3.4. TL Dose Responses and Kinetic Parameters 

The thermoluminescence formation mechanism can be briefly defined as the first exposure of the material to radiation 

and then the obtaining of a glow curve with thermal excitation. According to the band model; Absorption of radiation 

means the formation of electron-hole pairs. The energy storage property is due to the presence of crystal defects such as 

impurities or vacancies. These defects are formed during the irradiation process and can trap electrons and holes. The 

material is excited with a radiation source such as an X-ray, β, γ, or UV light. As a result of the excitation, the electrons 

are trapped in the traps originating from the impurity atoms in the material. After the excitation process, by thermally 

stimulating the material the electrons in these traps are released and a glow curve is obtained. The glow curve gives 

information about the characteristic properties such as activation energy and trap depth. 

 

Figure 6. TL curves of Aventurine taken after 254 nm UV irradiation at 10, 20, 30 min. 

Figure 6 shows the TL glow curves from 50 oC up to 400 oC of the powder aventurine irradiated with shortwave UV 

light for 10, 20, and 30 min. The glow curves have been recorded at a heating rate of 2 oC/s following irradiation. In 

Table 2, the maximum peak points of the glow curves obtained after UV irradiation are given. This peak became more 
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pronounced with the increasing dose of aventurine, which retained its general glow characteristic of around 350 oC. 

Also, it has been observed that new trap levels occur at 241 and 258 oC. 

Table 2. The maximum TL curves of aventurine irradiated with UV light. 

Irradiation Time (min) Maximum Points of TL Peaks (oC) 

10 135           228             -                 -              300           350 

20 127           223             -                -               299           353 

30 133           224           241           258             295           345 

 

An important detail that draws attention to the glow curve formed as a result of 30 minutes of irradiation; The rise 

starting from 375 oC is the presence of peaks of possible new trap levels at higher temperatures. However, the current 

device's inability to measure over 400 oC does not make it possible to observe this peak. 

 

Figure 7. TL curves of Aventurine at different doses under X-ray excitation. 

As seen in Figure 7, the TL glow curves from 50 oC up to 400 oC of the powder aventurine irradiated with X-rays for 

three different doses (300 Gy, 600 Gy, 900 Gy ). The glow curves have been recorded at a heating rate of 2 oC/s following 

irradiation. In Table 3, the maximum peak points of the glow curves obtained after each X-ray irradiation are given. 

Table 3. The maximum TL curves of aventurine irradiated with X-ray. 

Irradiation Time (min) Maximum Points of TL Peaks (oC) 

10 94               193              259                   -                 344 

20 91               195              252                   -                 345 

30 86               212              249                 289              343 
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As the irradiation increased, it was observed that the FWHM value of the glow curve of around 90  oC, characteristically 

encountered in quartz-based minerals, decreased and became more pronounced. The wide peak with a maximum point 

of around 250 oC and a shoulder around 195 oC, indicating the presence of deep traps, behaved like a single wide peak 

with the increase in dose. In the glow curve obtained after 900 Gy irradiation, it is noteworthy that a deep trap is evident 

at 212 oC degrees. Depending on the dose increase, it is expected that new deep traps will become evident or that existing 

ones will behave as a component of a single glow curve. 

The luminescence glow curve of the sample from which TL measurement was taken is the combined state of many 

different luminescence peaks of the traps arising from the impurity atoms and crystalline dislocations in that mineral. In 

order to determine the activation energies and intensities of each of the peak components that make up this main radiation 

curve, the CGDC method is a frequently used method and there are many programs for this application. Of course, when 

deconvoluting the complex structure of the main glow curve, the correct number of peaks and the correct position of 

each peak is an important factor in the calculation of TL kinetic parameters. [11–13]. Since TL signal intensity exhibits 

a significant peak at both high and low temperatures and also has a good dose-response to X-ray radiation for dosimetric 

studies, the TL glow curve obtained as a result of 900 Gy dosing was deconvoluted. (Fig.8) 

 

 

Figure 8. TL glow curve of the aventurine fitted with seven multiparameter functions. 

 

The parameters (Tm, T1, T2, τ, δ, ω, μ, γ) which are calculated for each peak under deconvoluted experimental glow 

curve of aventurine are seen in Table 4. The symmetry factor (μg) determines the kinetic order of the 

thermoluminescence glow curve. The kinetic order is determined depending on the radiation peak shape. If the calculated 

μg value is found as 0.42, this is defined as first-order kinetic, and if it is 0.52, it is defined as second-order kinetic. [11]. 

The γ value defined as γ=δ/τ is another important factor in determining the kinetic orders. The range of γ=0.7–0.8 is for 

first-order kinetics, and the range of γ=1.05-1.20 is the value for second-order kinetics [14]. The parameter called the 
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merit number (FOM) determines the accuracy and suitability of the deconvolution process. The classification for FOM 

of deconvolution determined by this values; 0.0% - 2.5% the fit is good, 2.5% - 3.5% is small flow and > 3.5% is bad 

fit. [15,16]. 

Table 4. Kinetic parameters of aventurine for each deconvolution peak (FOM: 1.06). 

Peak No Tm(oC) T1 T2    µg γ Eavg(eV) s (s-1) 

1 84±1.2 61 102 23 18 41 0.439 0.782 0.663±0.013 2.76x108 

2 127±3.1 94 154 33 27 60 0.450 0.818 0.580±0.024 1.70x106 

3 186±2.4 157 208 29 22 51 0.431 0.758 0.857±0.014 2,42x108 

4 214±1.5 198 225 16 11 27 0.407 0.687 1,707±0,046 7,73x1016 

5 239±2.6 211 260 28 21 49 0.428 0.750 1,109±0,009 8,10x109 

6 270±3.2 229 301 41 31 72 0.430 0.756 0.833±0.024 3.53x106 

7 310±3.6 240 368 70 58 128 0.453 0.828 0.556±0.046 2.43x103 

 

3.5. Radioluminescence Properties 

Radioluminescence (RL) is the luminescence that occurs when a material is excited by photon sources such as X-rays 

or gamma rays. In the radioluminescence process, X-ray or gamma beam excitation provides information about the 

whole sample, because penetrates the entire volume of the sample. With the radioluminescence spectrum, the emission 

intensity as a function of the wavelength of the excitation light, the excitation intensity as a function of the emitted 

wavelength, the polarization of the emission, and the quantum yield are examined. Ionizing radiation simultaneously 

activates existing optical centers, which enables the investigation of a material's luminescence properties. [17,18]. RL 

or X-ray excited luminescence is useful for determining defects of minerals. X-ray radiation penetrates and induces the 

whole volume of the sample, forming new luminescence defects. The radioluminescence emissions of minerals (for this 

research aventurine) or other luminescent materials (phosphors, ceramics, glass, fibers, etc.) were measured on a high-

sensitivity wavelength-multiplexed CCD detector which is capable of detection range from 200 to1200 nm. So, in 

particular, the emission spectra of minerals with different impurity atoms can be determined in detail [19]. 
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Figure 9. RL spectra of powder and bulk aventurine samples. 

Fig. 9 shows the RL spectra of bulk and powder samples of aventurine. Aventurine has a quite broad emission range 

from about 300 to 1000 nm. Figure 9 (a) shows the emission bands of powder Aventurine with maximum peak intensities 

at approximately 360, 430, 570, 720, 870, and 890 nm. In Figure 9 (b), bulk aventurine exhibited emissions in almost 

the same regions, although the amount of noise was high due to the weakness of the detected luminescence. 

It is seen that the emission intensity of the powder sample is five times higher than that of the bulk. In addition, although 

it is common to both the emission band with a peak maximum at 570 nm (quite weak in the bulk sample) became 

dominantly evident. In powder material, due to the easier penetration of X-rays compared to the bulk material, the 

reduction of the particle size, and the enlargement of the surface area, the luminescence collected by the detector as a 

result of volumetric interaction has a higher intensity. 
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Figure 9. Fitted RL spectrum of powder aventurine. 

In Fig. 10, suitable for the RL measurements is possible to determine, despite the complex structure of the RL emission 

behavior, that there are only a limited number of specific bands. The experimental RL spectrum, in the range of 200–

1000 nm, was fitted by a sum of seven Gaussian functions using the fitting program. The factors involved in the 

luminescence phenomenon, which are emission spectra, lifetime, and efficiency, are the important parameters covered 

by luminescence. These parameters are directly dependent on the crystal phase, which is affected by factors such as 

temperature and pressure. Thus, minor changes in the lattice structure, such as impurities, the presence of surface defects 

or substitute ions, and inclusions at ppm concentrations, can cause changes in the intensity and wavelength position of 

the emission spectra [18]. 

 

Table 5. Parameters of possible peaks under the RL spectrum of aventurine. 

Peak No λmax (nm) I max (a.u.) A (peak area) FWHM 

1 344.83 ± 1.38 59.07± 2.11 1286.12 ± 153.30 37.96± 4.21 

2 424.28 ± 1.81 124.42± 1.08 10287.39 ± 258.33 99.43 ± 7.79 

3 493.46 ± 1.69 70.62± 1.27 2125.80 ± 132.38 46.02 ± 5.41 

4 565.11 ± 0.60 280.68± 0.42 17840.35 ± 1093.79 66.12 ± 2.12 

5 667.51 ± 2.66 99.78± 0.94 9822.08± 611.44 127.20 ± 1.38 

6 751.93 ± 3.65 107.49± 1.12 12161.63± 1418.47 142.35 ± 7.69 

7 865.14 ± 85.48 51.34± 2.07 2823.17 ± 563.18 110.04 ± 7.80 

* Adj. R-Square 0.96513, λmax: the position of the maxima, Imax: intensity of the maxima, FWHM: full-width at half maximum 

 

In Table 5 the parameters of the resolved possible peaks under the RL spectrum were given. Of course, it is possible to 

obtain many different variations apart from this deconvolution. Considering that each of the 7 individual peaks 
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corresponds to the emissions of impurity atoms contained in aventurine. We cannot say with certainty that the observed 

emission originates from a certain metal ion with a certain valence, but we should compare how well these overlap with 

examples in the literature. In Table 6, the emission wavelength values of Si, Mg, Fe, Al, and Ca ions, which were 

determined by the EDX analysis to be present in aventurine, are given in order from the highest intensity to the lowest. 

When Table 6 is examined, it is seen that there are emission values that are exactly compatible with the resolved peaks. 

 

Table 6. The most intense spectral lines arranged according to wavelength [20]. 

Cations Si1+ Si2+ Si3+ Mg1+ Mg2+ Fe1+ Fe2+ Fe3+ Al1+ Al2+ Al3+ 

W
a
v
el

en
g
th

 

(n
m

) 

742 

728 

703 

594 

625 

855 

637 

566 

505 

413 

333 

784 

455 

386 

573 

482 

348 

761 

880 

518 

552 

382 

- 

- 

789 

448 

439 

- 

- 

- 

868 

649 

751 

718 

667 

- 

645 

624 

730 

542 

- 

- 

437 

592 

416 

428 

360 

- 

396 

877 

783 

669 

- 

- 

466 

600 

559 

835 

342 

- 

360 

414 

452 

569 

- 

- 

 

 

Under stress structures with Si-O bonding, such as aventurine, have some unbounded oxygen or silicon-vacancy centers 

or some Si-O bonding defects, which cause UV emission. As for Cr, one of the important metals in Aventurine; Cr2+ 

ions exhibit a line emission at about 650 nm at room temperature. It is thought that this impurity emission may result 

from the 3E→5E transition of the Cr2+ ion [21]. Although the measurement was taken at room temperature, it is known 

that the weak infrared emission at about 820 nm at low temperatures is related to the 3E→3T1 transition of the Cr3+ ion 

[22]. 

A trivalent chromium ion (Cr3+) is a significant transition metal member of the group. Chromium's 3d3 electron 

configuration has a really engaging combination of the spin doublet and spin-quartet states. Cr3+ has exhibited a wide 

emission from 650 nm to 850 nm in synthesized alumina-based phosphor. The stated wide emission band originated 

from the 4T2g-4A2g transition of Cr3+ [23]. It has been observed that the fluorescence spectra of glass-based optical fiber 

structures containing Cr3+ have a maximum peak around 540 nm in the range of 500-800 nm in the emission spectrum 

obtained as a result of 474 nm excitation [24]. 

4. Conclusions 

Aventurine is a translucent form of quartz known for its bright containments which give it a sheeny look. The aventurine 

comes from the presence of chrome-bearing fuchsite, which adds a silvery green or silvery blue sheen to the crystal. 

Hematite or goethite subsumptions form orange and brown crystals. Aventurine can thus be found in various colors such 

as orange, blue, gray, brown, and yellow, but it is most often green. Minor phases of Fe and Cr were observed in the 

XRD analysis of Aventurine, a silicon oxide-based mineral. In the EDX spectrum, the presence of Mg, Al, Cr, and Fe 

was detected, except for Si and O.  TL glow curves of the sample irradiated with UV light and X-ray radiation for 10, 

20, and 30 minutes were examined. As a result of UV irradiation, it was observed that deep traps at high temperatures 

were more prominent and had a main peak with a maximum intensity of about 300 oC. It has been determined that both 

shallow traps and deep traps are strongly present in the glow curves obtained after X-ray irradiation. CGDC analysis 
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was performed on the curve obtained after 900 Gy dosing, and it was observed that the resolved peaks were first-order 

kinetic levels, varying from 0.663±0.013 eV to 1.707±0.046 eV. The RL spectra of powder and bulk Aventurine samples 

generally showed similar emissions, but the powder sample has a strong emission of around 560 nm. In order to 

determine the possible positions of the Gaussian peaks which are forming this main emission spectrum consists of and 

the caused by the impurity atoms, the RL spectrum was also deconvolved. Depending on the presence of ions in 

aventurine, the formation mechanism of emissions is discussed. 
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The Impact of Orientation Angle and Number of Layers on Electromagnetic Shielding 

Characteristics of Carbon Fiber Composites 

   
Abstract 

In this study, electromagnetic shielding characteristics for orientation angle and number of 

plies of carbon fiber reinforced epoxy composites were investigated in the frequency range 

between 900 and 6000 MHz. Both unidirectional and bidirectional carbon fiber fabrics were 

utilized as reinforcement materials to manufacture the composite samples. Twill bidirectional 

glass fiber fabrics were also used in order to provide a large amount of flexibility. To prepare 

the composite laminates for measurement, hand lay-up method was preferred. Measurements 

were carried out by using DFG 4060 signal generator and HF 60105 spectrum analyzer. In 

the proposed frequency range, electromagnetic shielding effectiveness (EMSE) up to 62.13 

dB was achieved. This value is accepted in the literature as a good level of shielding. 

According to the measurements, it was observed that EMSE was very higher when the 

orientation angle of the carbon fiber was 90°, as compared to 0°. Another parameter that 

affects EMSE is whether the carbon fiber fabric used is unidirectional or bidirectional because 

it was observed that the bidirectional fabric increased EMSE. In addition, it was determined 

that the number of plies has less effect on EMSE than the orientation angle. 
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1. Introduction  

Recently, due to extensive utilization of electromagnetic waves in electronic devices and communication equipment, 

electromagnetic interference (EMI) has become a serious issue [1]. It can cause important malfunctions in electronic 

systems. Especially in the military applications, malfunctions caused by EMI are vital, as there are critical platforms 

such as helicopters, battle tanks, unmanned aerial vehicles, frigates and jet aircrafts including electronic warfare and 

radar systems, control panels and avionics. Therefore, various materials have been used for the purpose of shielding 

critical systems and preventing safety problems [2, 3]. These materials are mainly conductor metals, surface spreading 

film materials coated metal, ferromagnetic materials, and composite materials [4]. Although the use of metals offers a 

high level of protection against EMI, it is not preferred in some industries, such as aviation [5-7] because there is a rising 

requirement to reduce aircraft weight and provide excellent mechanical properties, as well as a good level of 

electromagnetic shielding [6, 8]. Carbon fiber reinforced polymer composites (CFRP) are being increasingly used in 

EMI shielding due to their light weight, design flexibility, compression strength, and tensile strength [8,9]. In CFRP, the 

matrix is most often epoxy resin to bind carbon fibers together. Epoxy is a thermoset polymer that has low cost [10, 11]. 

Luo and Chung studied on carbon fiber reinforced carbon matrix composites, and they showed that shielding 

effectiveness of 124 dB was achieved in the frequency range between 0.3 MHz and 1.5 GHz. However, since carbon 

matrix materials are expensive, polymer matrix composites are preferred [12,13]. In some applications where a higher 

breaking point is required, glass fibers can also be used with carbon fibers. 

The implementation of an EMI shielding material is decided by measuring its EMSE. EMSE can be expressed as the 

sum of three factors called reflection loss (RdB), absorption loss (A
dB

), and multiple internal reflections loss (MdB). 

Reflection loss occurs due to impedance differences of two different media and depends on the electrical conductivity 

of the material. Absorption loss depends on the thickness and skin depth of the material. Multiple internal reflections 

loss is usually at negligible level. The illustration of EMI shielding mechanism is shown in Figure 1 [14]. The expression 

for EMSE, which includes RdB ,  AdB, and MdB terms is given as: 

 

    EMSEdB = 20 log |
η0

4ηs

| +20 log|et/δ| +20 log|1 − e
-2t/δ|                                                                                        (1)                          

 

In equation (1), the skin depth is related to frequency, relative permeability, and conductivity as: 

      δ =
1

√πfμσc

                                                                                                                                                               (2) 
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Figure 1. EMI shielding mechanism. 

In this study, firstly, a total of eight carbon fiber epoxy composite samples with different orientation angle and number 

of plies were prepared, using hand lay-up method, and then measurements were carried out to investigate the effects of 

the orientation angle, the number of plies, and fabric type on EMSE in the proposed frequency range. 

2. Experimental Setup 

2.1.  Sample Manufacturing 

Unidirectional carbon fiber fabric with a real weight of 300 g/m² and epoxy resin, which consists of epoxy resin and 

hardener were employed to prepare first four laminates (25 x 25 cm). The volume fraction of carbon fiber was targeted 

to be in the range of 0.45-0.50. Total weight of epoxy resin was found by calculating its specific gravity. Epoxy resin 

and hardener were mixed in weight ratio of 5:3. In order to manufacture the four laminates designed with different 

stacking sequences, unidirectional plies were rotated in different directions at 90°. Configurations of samples of 2 plies 

and 3 plies manufactured in this way were arranged as [0°, 0°], [0°, 90°], [0°, 0°, 0°], and [0°, 90°, 0°]. All samples were 

manufactured by using hand lay-up method as shown in Figure 2. 

 

         Figure 2. The schematic of hand lay-up method [15]. 

Bidirectional carbon fiber fabric with a real weight of 200 g/m², twill bidirectional glass fiber fabric and epoxy resin, 

which consists of epoxy resin and hardener, were employed to prepare the other four laminates (25 x 25 cm). The volume 
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fraction of carbon fiber was targeted to be in the range of 0.35-0.40. Total weight of epoxy resin was again found from 

its specific gravity. Epoxy resin and hardener were mixed in weight ratio of 5:3. Configurations of samples of 2 plies, 3 

plies, and 5 plies manufactured were arranged as [0°/90°, 0°/90°], [0°/90°, 0°/90°, 0°/90°], [0°/90°, (0°/90°)
G

, 0°/90°], 

and [0°/90°, (0°/90°)
G

,0°/90°, (0°/90°)
G

, 0°/90°]. The subscript G represents glass fiber fabric. 

The fiber fabrics used in the manufacturing process are illustrated in Figure 3.  

 

     (a)                   (b)                (c) 

Figure 3.  Unidirectional and bidirectional fiber fabrics: (a) Unidirectional carbon fiber fabric, (b) Bidirectional 0°/90° carbon     

fiber fabric, (c) Bidirectional 0°/90° glass fiber fabric. 

2.2. Measurements 

The measurement method is based on the signal loss of the samples placed between the transmitting and receiving 

antennas. Firstly, the signal loss of the free space between the antennas was measured, and then measurements of the 

samples were performed. Electromagnetic shielding effectiveness (EMSE) of the samples was defined as the ratio 

between power received from interference source with no shield and power passing through the shielding material. 

    EMSE=10 log
10

Power received from interference source with no shield

Power passing through the shielding material
                                                        (3) 

 

EMSE measurement setup is illustrated in Figure 4. 

 

Figure 4. EMSE measurement setup. 

As shown in Figure 4, there is a receiving antenna and a spectrum analyzer in left hand side, and a transmitting antenna 

and directional field generator in right hand side. 
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3. Results and discussion 

The attenuation values in dB for the free space and the first four samples between the antennas are given in Table 1 [16].  

Table 1. Attenuation values 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As it can be seen in Table 1, the leftmost column gives the operating frequency. The next column shows the free space 

loss. The next 4 columns illustrate the received signal strength passing through carbon fiber materials with different 

orientation respectively, [0°, 0°], [0°, 90°], [0°, 0°, 0°], and [0°, 90°, 0°]. 

It can be seen from the table that orientation is highly effective. For example, at 900 MHz and [0°, 0°] orientation (both 

carbon fiber plies are in the same direction) loss is -22.57 dB; however, at [0°,90°] orientation (carbon fiber plies are 

Frequency 

(MHz) 

Free Space 

(dB) 

[0°,0°] 

(dB) 

[0°,90°] 

(dB) 

[0°,0°,0°] 

(dB) 

[0°,90°,0°] 

(dB) 

900  -18.82  -22.57 -28.14 -23.38 -27.87 
1000  -26.77 -30.81 -34.74 -31.63 -33.51 
1100 -18.16 -23.10 -28.74 -25.83 -27.74 
1200 -24.55 -28.64 -36.41 -29.98 -34.14 
1300 -11.25 -20.22 -31.57 -21.14 -33.11 
1400 -10.23 -19.47 -33.03 -20.31 -34.80 
1500 -11.20 -18.91 -40.52 -20.59 -33.47 
1600 -10.01 -18.08 -36.55 -19.88 -33.95 
1700 -11.11 -19.29 -33.88 -20.37 -35.82 
1800 -10.44 -18.35 -34.14 -19.64 -35.14 
1900 -10.48 -18.59 -34.79 -20.45 -36.29 
2000 -8.07 -16.52 -35.01 -18.01 -36.01 
2100 -11.01 -20.44 -38.61 -21.52 -40.69 
2200 -10.69 -22.13 -41.06 -22.41 -40.97 
2300 -9.98 -21.68 -47.78 -22.04 -43.61 
2400 -11.46 -21.54 -48.46 -21.87 -45.24 
2500 -4.89 -14.16 -48.03 -14.42 -41.70 
2600 -16.75 -21.39 -50.77 -21.20 -49.84 
2700 -16.28 -21.81 -47.86 -21.81 -61.93 
2800 -16.52 -21.70 -50.26 -21.58 -49.90 
2900 -15.67 -20.99 -54.34 -20.86 -47.15 
3000 -17.27 -23.70 -57.96 -23.16 -51.72 
3100 -16.58 -21.77 -50.01 -21.52 -50.42 
3200 -16.97 -22.75 -50.30 -22.02 -47.84 
3300 -17.29 -22.67 -62.32 -22.30 -61.66 
3400 -17.10 -22.97 -55.79 -22.31 -60.07 
3500 -17.51 -23.00 -61.06 -22.51 -52.43 
3600 -25.64 -31.44 -64.77 -30.87 -66.24 
3700 -15.80 -21.40 -61.55 -20.92 -59.91 
3800 -15.90 -21.73 -55.55 -21.13 -60.38 
3900 -15.51 -20.82 -65.59 -20.41 -61.75 
4000 -14.93 -21.06 -56.47 -20.53 -54.60 
4100 -14.31 -20.18 -59.35 -19.74 -61.80 
4200 -15.53 -21.64 -59.76 -20.74 -57.93 
 4300 -15.48       

15.48 

-21.17 -69.29 -20.76 -60.89 
 4400  -15.08 -21.76 -60.27 -20.61 -56.74 
 4500  -14.89 -20.83 -59.74 -19.95 -62.90 
 4600  -15.77 -22.14 -60.80 -21.35 -69.98 
 4700  -16.89 -23.80 -59.60 -22.70 -58.53 
 4800  -15.47 -21.37 -60.46 -20.64 -63.96 
 4900  -15.12 -21.56 -66.66 -20.78 -75.46 
 5000  -16.03 -21.95 -64.93 -21.16 -59.01 
 5100  -15.80 -21.70 -67.32 -21.40 -75.05 
 5200  -15.37 -21.84 -60.37 -20.57 -64.73 
 5300  -15.45 -21.32 -64.54 -20.53 -57.23 
 5400  -15.28 -21.62 -69.26 -20.89 -69.98 
 5500  -16.06 -21.75 -66.33 -20.84 -71.26 
 5600  -14.27 -19.72 -65.53 -19.11 -56.91 
 5700  -15.73 -21.81 -65.22 -21.01 -66.48 
 5800  -17.14 -21.99 -67.04 -21.19 -60.19 
 5900  -15.38 -21.76 -63.90 -20.44 -58.04 
 6000  -14.38 -20.14 -61.16 -19.57 -67.62 
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perpendicular to each other) loss is -28.14 dB. As another example, if the operating frequency is selected as 6000 MHz, 

at [0°, 0°] orientation, loss is -20.14 dB, but, at [0°, 90°] orientation, loss is -61.16 dB. Therefore, it can be concluded 

that when the orientation is changed, loss will change too. Especially at 90° orientation angle, as electromagnetic wave 

propagation direction is perpendicular to fiber orientation, total loss increases because of increasing absorption losses. 

Moreover, as the operating frequency is increased, loss will increase enormously. The reason for this increase is that 

mechanism of shielding for conductive materials is absorption depending on decreasing skin depth in high frequencies. 

Also it can be seen in the Table 1 that number of plies has affected the electromagnetic shielding effectiveness (EMSE). 

For example, at 2300 MHz and [0°, 0°] orientation (both carbon fiber plies are in the same direction) loss is -21.68 dB; 

however, at [0°, 0°, 0°] orientation (three carbon fiber plies are in the same direction) loss is -22.04 dB. As another 

example, if the operating frequency is selected as 6000 MHz, at [0°, 0°] orientation, loss is -20.14 dB, but, at [0°,0°,0°] 

loss is -19.57 dB. Therefore, it can be concluded that when the third layer is added in order to investigate the effect of 

number of plies of the composite samples on EMSE, loss will change less. According to the absorption loss equation, 

the ability to absorb electromagnetic waves of the materials depends on their thicknesses.       

According to the measurements performed in the 900-6000 MHz frequency range, the attenuation graph of 

electromagnetic wave for [0°, 0°] and [0°, 0°, 0°] orientation is illustrated in Figure 5. 

 

Figure 5. Attenuation for the samples in [0°,0°] and [0°,0°,0°] orientation. 

As can be seen in Figure 5, there is almost the same pattern between 2-layered and 3-layered materials in the same 

orientation. According to the measurements performed in the 900-6000 MHz frequency range, the attenuation graph of 

electromagnetic wave for [0°, 0°] and [0°, 90°] orientation is depicted in Figure 6. 

 

Figure 6. Attenuation for the samples in [0°,0°] and [0°,90°] orientation. 

-40

-30

-20

-10

0

0 1000 2000 3000 4000 5000 6000 7000

A
tt

en
u

at
io

n
 (

d
B

)

Frequency (MHz)

[0°,0°] [0°,0°,0°]

-80

-60

-40

-20

0

0 1000 2000 3000 4000 5000 6000 7000

A
tt

en
u

at
io

n
 (

d
B

)

Frequency (MHz)

[0°,0°]  [0°,90°]



 

Coskun and Tabakcioglu  J Inno Sci Eng 6(2):190-200 

196 

 

As can be seen in Figure 6, attenuation patterns of the materials are very different. Especially in high frequencies, there 

is approximately 40 dB difference.  According to the measurements performed in the 900-6000 MHz frequency range, 

the attenuation graph of electromagnetic wave for the free space and [0°, 90°, 0°] orientation is demonstrated in Figure 

7. 

 

Figure 7. Attenuation for the samples in free space and [0°, 90°,0°] orientation. 

As it is seen in Figure 7, attenuation patterns of the material oriented in [0°, 90°, 0°] and free space are very different. 

Especially in high frequencies, there is approximately 60 dB difference. The reasons for this difference are reflection, 

absorption, and multiple internal reflection losses the material provides. 

After measuring the first four samples manufactured with unidirectional carbon fiber fabrics, measurements of the other 

four samples manufactured with bidirectional carbon fiber fabrics were carried out in order to compare two different 

fabric types in terms of EMI shielding. The attenuation values in dB for the free space and the other four samples between 

the antennas are given in Table 2.  

 

       Table 2. Attenuation values 
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Free 

Space  
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[0°/90°

, 

0°/90°, 
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[0°/90°,

(0°/90°)
G

, 

0°/90°] 

 

[0°/90°,

(0°/90°)
G

, 

0°/90°,

(0°/90°)
G

, 

0°/90°] 

 900 -18.82 -25.07 -24.84 -25.37 -24.93 
1000 -26.77 -30.93 -30.83 -30.85 -30.71 
1100 -18.16 -26.94 -26.18 -26.72 -26.68 
1200 -24.55 -33.04 -32.93 -32.35 -32.74 
1300 -11.25 -30.39 -31.03 -30.51 -30.75 
1400 -10.23 -33.20 -35.82 -34.30 -34.67 
1500 -11.20 -33.46 -33.73 -34.39 -35.14 
1600 -10.01 -33.39 -33.06 -33.68 -33.43 
1700 -11.11 -32.99 -32.99 -32.76 -33.75 
1800 -10.44 -33.70 -33.29 -33.45 -33.80 
1900 -10.48 -35.00 -35.30 -34.80 -36.21 
2000 -8.07 -36.08 -36.78 -35.88 -37.28 
2100 -11.01 -41.1 -41.27 -40.88 -41.46 
2200 -10.69 -39.62 -40.73 -40.21 -40.65 
2300 -9.98 -41.83 -42.48 -42.44 -43.67 
2400 -11.46 -43.27 -44.14 -43.98 -43.51 
2500 -4.89 -39.82 -40.47 -41.81 -40.05 
2600 -16.75 -47.20 -49.48 -49.31 -47.86 
2700 -16.28 -53.04 -53.39 -53.26 -51.96 
2800 -16.52 -54.14 -53.47 -54.35 -58.33 
2900 -15.67 -48.53 -48.07 -48.26 -49.97 
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As it can be seen in Table 2, the leftmost column gives the operating frequency. The next column shows the free space 

loss. The next 4 columns illustrate the received signal strength passing carbon fiber materials with different orientation 

respectively, [0°/90°, 0°/90°], [0°/90°, 0°/90°, 0°/90°], [0°/90°, (0°/90°)
G

,0°/90°], and [0°/90°, (0°/90°)
G

, 0°/90°, 

 (0°/90°)
G

 , 0°/90°]. 

It can be seen from Table 2 that loss values in the frequency range between 900 and 6000 MHz did not change 

significantly compared to the samples in [0°, 90°] and [0°, 90°, 0°] orientation  prepared with unidirectional carbon fiber 

fabrics although the volume fraction of carbon fiber was decreased in the samples in [0°/90°, 0°/90°] and [0°/90°, 0°/90°, 

0°/90°] orientation prepared with bidirectional carbon fiber fabrics. On the other hand, according to equation (3), 

shielding effectiveness up to 58.19 dB was achieved with the sample in [0°/90°, 0°/90°] orientation, whereas the sample 

in [0°, 90°] orientation showed maximum 53.98 dB shielding efficiency. Similarly, maximum shielding effectiveness of 

61.48 dB was achieved with the sample in [0°/90°, 0°/90°, 0°/90°] orientation, whereas the sample in [0°, 90°, 0°] 

orientation showed maximum 60.34 dB shielding efficiency. Therefore, it can be concluded that bidirectional fabric 

increased EMSE. According to the measurements performed in the 900-6000 MHz frequency range, the attenuation 

graph of electromagnetic wave for [0°, 90°] and [0°/90°, 0°/90°] orientation is depicted in Figure 8. 

 

Figure 8. Attenuation for the samples in [0°, 90°] and [0°/90°, 0°/90°] orientation. 
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3000 -17.27 -51.20 -51.48 -51.99 -51.80 
3100 -16.58 -47.18 -47.66 -48.09 -47.26 
3200 -16.97 -46.62 -46.64 -47.13 -46.56 
3300 -17.29 -53.15 -55.48 -55.55 -51.19 
3400 -17.10 -53.83 -54.50 -55.37 -53.81 

 

 

 

3500 -17.51 -57.20 -59.06 -57.53 -56.62 
3600 -25.64 -67.30 -65.67 -67.53 -65.74 
3700 -15.80 -65.19 -62.99 -63.15 -63.24 
3800 -15.90 -59.35 -60.67 -60.04 -62.02 
3900 -15.51 -61.41 -59.47 -61.18 -62.49 
4000 -14.93 -56.22 -53.94 -55.48 -56.21 
4100 -14.31 -58.72 -59.58 -60.33 -57.54 
4200 -15.53 -60.21 -58.37 -60.15 -60.13 
4300 -15.48 -67.11 -73.46 -72.87 -67.15 
4400 -15.08 -55.72 -55.03 -55.12 -55.71 
4500 -14.89 -55.08 -53.93 -56.30 -54.84 
4600 -15.77 -65.41 -63.67 -67.06 -59.85 
4700 -16.89 -59.83 -61.98 -61.19 -59.78 
4800 -15.47 -72.95 -76.95 -74.36 -77.60 
4900 -15.12 -73.31 -69.15 -67.44 -68.75 
5000 -16.03 -65.14 -61.63 -60.72 -64.04 
5100 -15.80 -69.88 -69.50 -72.66 -65.33 
5200 -15.37 -67.74 -68.00 -67.93 -64.78 
5300 -15.45 -70.82 -62.06 -62.39 -65.32 
5400 -15.28 -68.02 -67.43 -69.45 -63.90 
5500 -16.06 -61.30 -60.64 -60.80 -61.03 
5600 -14.27 -58.69 -57.06 -56.97 -57.64 
5700 -15.73 -69.51 -69.72 -67.59 -67.75 
5800 -17.14 -64.62 -61.82 -61.73 -61.45 
5900 -15.38 -62.41 -65.53 -61.55 -62.09 
6000 -14.38 -70.69 -70.93 -70.71 -71.66 
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According to the measurements performed in the 900-6000 MHz frequency range, the attenuation graph of 

electromagnetic wave for [0°, 90°, 0°] and [0°/90°, 0°/90°, 0°/90°] orientation is depicted in Figure 9. 

 

Figure 9. Attenuation for the samples in [0°, 90°, 0°] and [0°/90°, 0°/90°, 0°/90°] orientation. 

 

Also, it can be seen in the table that the use of bidirectional glass fiber has not contributed significantly to EMI shielding. 

For example, at 2000 MHz and [0°/90°, 0°/90°] orientation, loss is -36,08 dB; however, at orientation [0°/90°, (0°/90°)
G

, 

0°/90°], loss is -35.88 dB. As another example, if the operating frequency is selected as 6000 MHz, at [0°/90°, 0°/90°] 

orientation, loss is -70.69 dB, but, at [0°/90°, (0°/90°)
G

, 0°/90°], loss is -70.71 dB. 

According to the measurements performed in the 900-6000 MHz frequency range, the attenuation graph of 

electromagnetic wave for [0°/90°, 0°/90°] and [0°/90°, (0°/90°)
G

, 0°/90°] orientation is illustrated in Figure 10. 

 

Figure 10. Attenuation for the samples in [0°/90°, 0°/90°] and [0°/90°, (0°/90°)
G

,0°/90°] orientation. 

As can be seen in Figure 10, there is almost the same pattern between the samples. According to the measurements 

performed in the 900-6000 MHz frequency range, the attenuation graph of electromagnetic wave for the free space and 

[0°/90°, (0°/90°)
G

, 0°/90°, (0°/90°)
G

, 0°/90°] orientation is depicted in Figure 11. 
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 Figure 11. Attenuation for the samples in free space and [0°/90°, (0°/90°)
G

, 0°/90°, (0°/90°)
G

,0°/90°] orientation. 

 

As it is seen in Figure 11, attenuation patterns of the material oriented in [0°/90°,(0°/90°)
G

,0°/90°,(0°/90°)
G

,0°/90°] and 

free space are highly different. Especially in high frequencies, there is more than 60 dB difference. 

4. Conclusion 

In this study, the electromagnetic interference (EMI) shielding characteristics of carbon fiber epoxy composite samples 

manufactured were investigated. The measurement results indicated that carbon fiber could be utilized as a shielding 

material. In order to increase the shielding abilities of carbon fiber reinforced polymer composites (CFRP), it was 

verified that the fiber orientation was one of the most effective parameters. It was observed that the electromagnetic 

shielding effectiveness (EMSE) increased since the absorption loss of electromagnetic wave increased when the 

orientation angle is 90°, which is perpendicular to the electromagnetic wave propagation direction. Another parameter 

that affected the EMI shielding was fabric type. It was observed that use of bidirectional fabrics increased the EMSE. 

Furthermore, according to the results, the number of plies has fewer effects on EMSE than the orientation angle. 

Therefore, when designing composite laminates involving carbon fibers, determining the most effective fiber orientation, 

rather than increasing the number of plies, is suggested to provide a better shielding.Also, the cost will reduce since the 

use of the redundant fiber fabric and epoxy resin is avoided. 
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Self-Healing Carbon Fiber Composites with Thermoplastic Polymers 

  
 

Abstract 

The utilization areas of composite materials are increasing day by day. However, these 

materials are difficult and expensive to manufacture. In addition, since they are thermoset 

structures, their recycling is very limited in case of damage. Self-healing materials are the 

ones that automatically and independently heal or repair the damage caused by any factors, 

without external intervention. Self-healing polymeric materials are in the range of smart 

materials. Research on self-healing polymers and polymer composites using this effect has 

increased rapidly in recent years due to the advantages such as cost reduction and less 

labour requirement that the current topic provides. In this review, first of all, brief 

information about self-healing mechanisms used in composites will be given in the light 

of the studies in literature, then the use of stitch method in composites and self-healing 

composites will be mentioned and finally, the test methods of self-healing composites will 

be addressed. 

 

Keywords: 3-Dimensional reinforcement, carbon fibre reinforced polymers (CFRPs), self-
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1. Introduction 

 

Recent studies show that fossil fuels are a significant contributor to the greenhouse effect, accounting for about a quarter 

of total carbon dioxide emissions [1]. The European Union aims to reduce greenhouse gas emission values below 60% 

by 2050 within the scope of the Kyoto Protocol [2]. There is a legal obligation in the automotive industry in this regard. 

Decreasing the CO2 emission level to 95 g/km in 2021 has become the most important issue for vehicle manufacturers 

today. The most common work done on this topic is to lightweight [3].  

 

Due to its high strength, good fatigue resistance, lightweight and easy processability, composite materials have growing 

use in important sectors such as automotive, machinery, aviation, space, defence, white goods, and rail systems[4], [5]. 

This multi-phase system consists of matrix material including polymer, metal, inorganic non-metallic materials and 

reinforcing materials including fibres and particles, as shown in figure 1. The matrix material is a structure that binds 

the reinforcement materials together. It also ensures that the load on it is evenly distributed to the reinforcement materials 

[3]. 

 

 

Figure 1. Utilization areas of composite materials [6] 

 

Various fibres such as carbon fibres, glass fibres, aramid fibres, polyethylene fibres, cellulose-based fibres including 

banana, jute, sisal, flax and hemp, boron fibres, silicon carbide fibres, alumina fibres, etc. are often used to obtain fibre-

reinforced composites with advanced or functional composites [7]. 

Among all different types of composites, fibre-reinforced polymer composites are preferable in many areas since they 

have high specific strength, high specific modulus, good fatigue resistance, high damage tolerance and good damping 

characteristics. Fibre-reinforced polymer composites (FRPCs) are mostly formed by overlapping multiple FRPC or 

prepreg layers and curing them under heat and pressure [9]. With the help of their tailorable and adjustable properties,  

advanced composites can provide some important advantages including weight reduction, longer shell and usage life 

compared to conventional composites, (i.e. electrical or thermal)[8]. However, material and manufacturing costs are 
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high to develop and produce in advanced composites. Besides, the matrix materials are still too weak to fulfil high-

performance applications and also, reuse or recycling of both matrix and reinforcement can be difficult [8]. Another 

important point is that the long-term durability of FRPCs materials is still problematic. As shown in figure 2, stresses 

occurring during the production and use of composites, as well as deterioration, decay, and wearing due to environmental 

conditions (such as temperature, humidity, UV, scratches) lead to the straightforward emergence of the existing matrix 

crack or delamination in FRPCs while controlling and repairing these damages, which is difficult and costly[10]–[12]. 

The formation of these cracks leads to a decrease in the mechanical properties of the material and a shorter service life 

[13].  

 

 

Figure 2. Damage modes in polymer composites [14] 

 

In such cases, damaged parts are tried to be repaired with patch, welding, resin curing and bonding techniques [15]. 

However, these methods are not self-actualized. That is, they are not automatic and also expensive, technically difficult 

and time-consuming[16], [17]. This issue is an important research topic worldwide as the repair of the damage creates 

a serious financial problem. Developing countries are doing various studies on this subject. Among these studies, self-

healing materials gain importance. Market analyses on this subject are shown in figure 3. It is estimated that the self-

healing composites market will have grown 45.30% from 2021 to 2028 [18]. 
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Figure 3. Global self-healing composites market [18]. 

 

Therefore, different approaches including self-healing processes were studied to improve the material properties and 

process. 

 

2. Self-Healing Mechanisms in Composites 

Self-healing can be defined as the ability of a material to heal the damage automatically and autonomously without 

the need for any external intervention [19]. In literature, several terms are used to describe such property in materials, 

such as self-repairing/healing/mendable, autonomic healing/repair. Self-healing materials range from polymers to 

metals and ceramics. Polymers are of great interest, especially in the field of self-healing composites due to their 

advantages including easy processability and low cost. As polymers can have very different improvement mechanisms 

compared to a wide range of application areas and other material classes, intensive studies are carried out in this field 

[20]. 

2.1. Extrinsic Self-Healing 

For a long time, several studies have been carried out to eliminate the mechanical breakage and delamination problems 

of FRPCs and improve their service life; these efforts continue to improve the properties of existing composites or to 

heal the damaged composites  [20]. If we look at the latter, studies are proceeding on two different methods: external 

and internal self-healing for the self-healing of composite materials [19], [21], [22]. Among them, the extrinsic self-

healing method is divided into microcapsule [23]–[25] and microvascular method (Figure 4) [12], [26], [27]. Fluids are 

used as a healing agent in both methods. The main mechanism of these techniques can be expressed as follows [28]:  

1-Breakdown of the capsule / vascular structure as a result of damage 

2-Spreading of the self-healing liquid over the damaged area  

3-Reaction of the healing agent in the damaged area. 
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In the self-healing mechanism of composites with microcapsules, the properties of shell and core materials are the most 

important parameters that determine the performance of this mechanism [29]–[32]. A wide variety of microcapsulation 

techniques is classified as in situ polymerization, interfacial polymerization, collecting emulsion polymerization, 

miniemulsion polymerization, solvent evaporation / solvent extraction and sol-gel polymerization based on the wall 

formation mechanism to encapsulate healing agents as mentioned in literature [33]. Among the microencapsulated 

healing agents, efficient healing systems are as follows: Single capsule system, Capsule/dispersed catalyst system, 

Phase-separated droplet/capsule system, double capsule system and all-in-one capsule system [34]. The main 

disadvantage of this method is that if the self-healing agent is released from the capsule/vascular system, the existing 

healing agent is depleted and in this way, a single local undesired healing occurs [35]. 

 

 

 

Figure 4. a) microencapsulation of healing agents and b) intrinsic self-healing mechanism [36] 

 

2.2. Intrinsic Self-Healing 

Unlike extrinsic self-healing mechanisms, intrinsic self-healing mechanism does not include a stored healing agent. 

However, this mechanism is based on the specific molecular structures of the materials and the performance of the 

polymers. Intrinsic healing mechanism is based on different approaches such as thermally reversible reactions (Diels–

Alder (DA)) [21], [37], dynamic covalent bond reformation and reshuffling [38], ionomers [39], [40], dynamics of 

supramolecular chemistry or combinations [41], photochemical [42]–[44], dispersion of meltable thermoplastic 

materials [10], [45], [46], solvents and etc. [47]. A schematic representation of the Diels–Alder based shape memory 

assisted self-healing process is depicted in Fig. 5. [48]. 

 

The intrinsic mechanism is less complicated than the extrinsic self-healing mechanism, since the intrinsic mechanism 

may perform more than one healing process while there is no need to have the stored healing agent for this repair. 

Besides, the need for external stimuli (such as heat, light, UV) is a disadvantage [49] and internal self-healing is often 

limited to repairing a small damaged area [50]. 
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Figure 5. Schematic representation of the Diels - Alder based shape memory self-healing process based on PCL and  

furan-maleimide chemistry [51] 

 

Among the intrinsic self-healing mechanisms, the use of thermoplastic or thermoset solid state elements, such as fibres 

or filaments, as the curing agent in the polymer matrix is one of the effective methods for healing the matrix cracking, 

preventing delamination and repairing defective parts in polymer composites [52], [53]. 

 

Since, in general, the damage to composite materials occurs between the composite layers (delamination), the intrinsic 

mechanism may be the most appropriate method for self-healing of the composites [54]. The thermoplastic healing agent 

is added as short/long-staple fibres, filaments or particles to the epoxy composite material and when the damage occurs, 

the healing is occurred by applying heat and/or pressure to the composite. However, not every thermoplastic polymer 

can be used as a curing/repairing agent; the following specific features are required [55]–[57]: 

 

1. The healing agent must have a reactive functional structure to react with amine groups in the epoxy. 

2. Once the healing agents have entered the damaged area, they must be capable of binding to form a strong bond with 

the damaged surfaces. 

3. The healing agent should have a low viscosity and melting point to facilitate penetration into the damaged area.  

4. The healing agents should remain inactive until they are heat activated. 

5. The size and distribution of the healing agents should be sufficient to react with all fracture surfaces. 

6. The healing agents must be semi-crystalline. This is because they exhibit a sufficiently low viscosity above their 

melting point and also, have high mechanical properties in the crystalline structure 

 

So far thermoplastic polymers such as poly (ethylene-co-methacrylic acid) (EMAA) [58]–[60]; poly (ethylene-co-

glycidyl)-methacrylate (PEGMA), ethylene vinyl acetate (EVA), acrylonitrile-butadiene-styrene (ABS) [56], [61], [62], 

poly(vinyl-butyral) (PVB) and styrene-ethylene-butadiene copolymer (SEBS) [62] have been studied as the intrinsic 

self-healing agents. These thermoplastic polymers are used as particles in resin to form composite materials. However, 

several studies have indicated that using the repair agent in filament form gives better results [53], [58], [59], [63]. 
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Moreover, among the other healing agents, EMAA has been found to be the most effective and durable curing agent, 

since the acid group in its structure reacts strongly with hydroxyl groups in the epoxy [64]. 

3. Self-Healing Composites by Stitching 

3.1. Stitching Process in Composites 

Carbon fiber reinforced composite (CFRC) materials are used in many different industries to provide high mechanical 

properties and significant weight savings due to their high in-plane specific strength and stiffness. However, carbon fiber 

is relatively expensive compared to other reinforcement materials. In addition, composite materials have low fracture 

toughness and low damage tolerance due to their high sensitivity to out-of-plane fracture. For this reason, researchers 

are working on different methods to increase translaminar strength and reduce delamination formation. In composites, 

the use of fabrics produced by weaving, knitting or braiding with different weave types, or stitching composites with 

special threads and filaments and then laminating them can increase the strength of the structure and prevent crack 

propagation [65] [66]. 

 

The type and structure of the seam applied to composite materials is one of the most important parameters affecting the 

performance of the composite. As seen in Figure 6, 4 different stitching types are applied: Lock stitch, Modified Lock 

stitch, Chain stitch and Dual lock stitch. While lock stitches are used in the fabric industry, other stitch types are 

frequently used in the composite industry. [67]. 

 

 

Figure 6. Stitching Types (a) Lock stitch; (b) Modified Lock stitch; (c) Chain stitch and (d) Dual lock stitch [68] 

 

Stitching the composites is advantageous over other textile processes as it allows the stitching of both dry fabric and 

uncured prepreg layers [69]. Constructing structural parts such as fittings from composite materials requires more 

mechanical strength. Delamination damage caused by impact occurs at joints or load application centres of structural 

parts made of composite materials. In the future, a technology that allows a specific and local effect on the three-

dimensional properties of the material will be required to form increasingly complex composite structures [70]. 
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Through-the-thickness stitching is the most effective method for joining composite structures such as stiffeners, lap 

joints and wing/spar joints is shown in Figure 7. This method increases high in-plane strength, interlaminar fracture 

toughness, impact damage tolerance [71], low cost, high in-plane strength, interlaminar fracture toughness and tensile 

strength in composite materials [72]–[74]. It also has a higher resistance to delamination cracking under low energy, 

high energy, dynamic loading and ballistic effects [75], [76]. 

 

 

Figure 7. Architecture of the EMAA stitches in the carbon fibre–epoxy composite (a) before (b) after [77] 

 

Stitched FRPC materials have an advantages as well as disadvantages [78]. Especially when the stitching needle passes 

through the prepreg tape or fabric, a gap is formed in the area and the fibres are separated from each other. Also needles 

do not easily pass through in the prepreg or tape and therefore the formation of resin-rich regions, porosity, voids, 

slippage of in-plane and out-of-plane fibres, fracture of fibres and crack formation between the resin occur [79]. 

 

In general the damage to composite materials, can be controlled depending on the stitching yarn type and density of 

stitching, filament structure and diameter, needle size and diameter, the orientation of the stitch rows [80] and processing 

technique [81]. 

 

3.2. Self-Healing Performance by Stitching 

The self-healing thermoplastic polymers in the review will be summarized separately as particles and filament forms. 

While different thermoplastic polymers are used in granular form, only EMMA thermoplastic polymer is used in filament 

form. EMMA is preferred because its molecular structure plays a better role in the improvement of the delamination 
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regions formed between the layers and the filament form of EMMA,which makes it more suitable for the stitching 

method and more effective in recovery [56], [60], [82]. 

 

On the other hand, the use of other thermoplastic polymers other than EMMA in the form of particles for self-healing 

purposes can be summarized as follows: Pingkarawat et. al. [56] investigated the effect of different types of healing 

agents (EMMA, EVA and PEGMA) on the compression, heal and tensile properties of composite materials by using 

different concentrations (5%, 10%, 15%). Varley et al. [62] investigated the healing mechanisms of self-healing 

materials using different thermoplastic polymers to investigate the healing efficiency and mechanical properties of 

composite materials. In this study, thermoplastic healing agents such as EMMA, EVA, SEBS, PEGMA, PVB and ABS 

were selected because of their chemical structures. Pingkarawat et al. [61] selected EMMA, EVA, PEGMA and ABS 

thermoplastic polymers as repairing agents and examined the effect of interlayered damage on composite materials and 

their mechanical properties. The initial healing process was PVB> EVA> SEBS ~ ABS ~ EMMA> PEGMA. However, 

the successive recovery ability was listed as EVA> EMAA> PEGMA> PVB> SEBS ~ ABS. Thus, it was concluded 

that EMMA, EVA and PEGMA are reproducible healing agents. 

 

The molecular structures of ABS, EVA and EMMA are shown in Figure 8 [83]. Acrylonitrile–butadiene–styrene is an 

opaque, amorphous polymer. It is composed of the polymerization of styrene, acrylonitrile and butadiene elements as 

shown in Figure 7 [83]. ABS includes unsaturated hydrocarbon, nitrile, maleic anhydride and cyanide functional groups 

which react with epoxy groups. However, due to its high melting temperature, high viscosity, low glass transition 

temperature and poor adhesion, its self-healing efficiency is low [62]. 

 

Figure 8. Chemical structure of ABS raw materials [83] 

 

EVA is a random copolymer and it is made of with varying amounts vinyl acetate (VA) and ethylene. The end property 

depends on vinyl acetate (VA) content. The elastomeric grade of EVA consists of VA content varying from 40–60 wt 

%, which is used in adhesives. In EVA, as the VA content increases, its crystallinity decreases, so Tm lowers [84]. The 

increase in VA proportion in EVA causes the growth of oxygen and O/C contribution. Corona discharges cause the 

emergence of new C=O groups and the creation of RCOO− groups. EVA does not fully react with epoxy, but when 

RCOO− groups are formed in its structure, the reaction takes place [85]. Compared to other thermoplastics, it has a 

much lower viscosity in the presence of heat and exhibits a fluid-like behaviour, so that it can easily penetrates into 

cracks and heal by reacting with the damaged surface [56], [62].  

EMAA is used as the most effective repair agent due to its low melting point, toughness and high melt flow index [52]. 

It is used in the form of particles, films, fibres or filaments dispersed in the epoxy matrix and composite materials. In 
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general, the repair mechanism takes place in the presence of heat (about 150 ° C) between the hydroxyl group in the 

epoxy and the acid groups in the EMMA structure. It produces water vapour in the matrix in the presence of heat. Molten 

EMMA is spread to the damaged area under the influence of water vapour and is healed by reacting with the damaged 

structure [85]. EMAA does not run out during the reaction and a reproducible process occurs. 

 

 

Figure 9. Chemical structure of the thermoplastic healing agents used in this work showing the range of functional group and 

polymer architectures. (a) acrylonitrile butadiene styrene (ABS) [86], (b) ethylene vinyl acetate (EVA) [87], (c) 

Poly(ethylene-co-methacrylic acid (EMAA) [88] 

 

As shown in the studies mentioned below, self-healing composite material development studies were examined with the 

stitching method. The effect of stitch density on inter-layer fracture toughness and self-healing properties of carbon-

epoxy composite materials was investigated [59]. By using the EMAA filament, the stitching increased the interlaminar 

fracture toughness during delamination by forming a large diameter crack bridging traction zone, as shown in Figure 10. 

 

 

Figure 10. Effect of EMAA stitch density on the (a) length of the crack bridging zone and (b) number of stitches within   

the interlaminar fracture toughness [89] 
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Pingkarawat et al. [90] investigated the effect of stitching with EMMA filaments in carbon-epoxy laminate on self-

healing and delamination toughness. According to the results, fracture toughness was completely recovered by stitching 

EMMA filaments. When the stitch density reached 4 stitches/cm2, resistance to fatigue and fracture toughness increased 

due to the rise in the crack bridging zone. In another study [91], EMAA filaments with a diameter of 1.5 mm were 

stitched with carbon prepregs to form self-healing composite materials as shown in Figure 11. 

 

 

Figure 11. (a) The top surface interconnected EMAA fibres, (b) the fracture surfaces before healing, (c) after first healing 

and (d) after second healing [92]. 

 

In another study, self-healing efficiency, delamination toughness and mechanical properties of composite materials 

stitched using four different EMMA filament diameters were investigated [58]. As the diameter of the filament increases, 

the thickness (mm) of the composite material increases while the carbon density in it decreases and thus its mechanical 

properties decrease. Yang et al. arc. [93] developed a 3-dimensional composite T-joint, through-thickness direction 

stitching with EMMA filaments. 

 

4. Testing of Self-Healing Composites 

Various characterization techniques are used in the evaluation of self-healing properties and performance. The most 

commonly used thermal characterization techniques can be summarized as follows: 

 

1. Dynamic Mechanical Analysis (DMA) is used to determine self-healing materials, glass transition temperature and 

viscoelastic properties [94]  

2. Differential Scanning Calorimeters (DSC) is used to measure the melting and glass transition temperature besides 

examining the thermal properties and curing behaviour of the matrix and self-healing agents [94]  
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3. Thermal Gravimetric Analysis (TGA) is widely used to determine the composition and thermal stability of the matrix 

and self-healing agents [94].  

4. The fibre content of the laminates is measured by using the resin combustion test according to ASTM D2548-11 

specifications [95]. 

 

The main mechanical characterization techniques; 

1. Tensile testing determines the semi-static mechanical properties of a material according to ASTM D3039 

specifications. It provides the ability to understand tensile strength and stress-strain behaviour such as stress, elongation 

or Young's modulus as a function of temperature, time and stress ratio [96]. 

1. Mode I and Mode II interlaminar fracture toughness and self-healing efficiency are achieved using a double cantilever 

beam (DCB) and End-Notched Flexure (ENF) test in accordance with ASTM D5528-01 and ASTM D7905 / D7905M 

specifications respectively [97] [98]. 

2. The three-point bending test is performed in accordance with ASTM D7264/D7264M-07 specifications to find the 

flexural strength properties and flexural modulus of flexure of hybrid composites [99]. 

 

Besides, the molecular structure of the self-healing composite materials is examined using Fourier transform infrared 

spectroscopy (FT-IR) and Scanning Electron Microscopy (SEM) is investigated before and after the formation of 

microbubbles formed in the material, pore structure [91]. 

 

5. Conclusion 

In this article, the effects of the use of thermoplastic polymers in the form of stitches in composite materials on self-

healing efficiency and other properties are presented. As a result of stitching composites with thermoplastic filaments, 

it has been proven that mechanical properties and repair efficiency are greatly affected. The parameters such as type and 

diameter of the needle and filament, seam density, laminate thickness and fabric/prepreg structure affect the properties 

of the self-repairing composite material to be created. Also, due to the stitching process, filament breakage, misalignment 

and too tight / loose s stitching, many different damages on composite materials, such as resin-intensive zone formation, 

seam distortions, microcracking, excessive looseness or tightness can be caused. Therefore, more studies are needed in 

this area. In particular, optimization of stitch parameters to increase interlaminar delamination resistance has not yet 

been studied with a strong theoretical approach and studies are ongoing in this respect. 
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Abstract 
 
Exam seat allocation has become a complex problem, with an increasing number 

of students, subjects, exams, departments, and rooms in higher education 

institutions. The requirements and constraints of this problem demonstrate 

characteristics similar to extensively researched exam timetabling problems. They 

plan for a limited capacity effectively and efficiently. Additionally, exam seating 

requires a seating arrangement to reduce the number of cheating incidents. In the 

literature, several genetic algorithm-based methods have been recommended to 

prevent students, who are close friends, from sitting close during the exams while 

providing the best exam session arrangement. We improved the performance of 

the genetic algorithm using parameter optimization and a new elitism method to 

increase the saturation rate and accuracy. The algorithm was tested on a real-world 

dataset and demonstrated high potential for the realization of a high-quality seating 

arrangement compatible with the requirements of educational institutions. 
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1. Introduction 

Cheating during academic examinations is a form of plagiarism that decreases education quality, reduces student 

satisfaction, and subverts the course evaluation system [1]. However, recent research has revealed that cheating is 

prevalent and has increased dramatically over the last thirty years [2]. According to [3], 54 percent of US and 45 

percent of Canadian faculties report observing cheating during the exam, and 22 percent of US and 19 percent of 

Canadian students self-report serious test/exam cheating. Research in the US and Britain has repeatedly shown that 

more than half of university students cheat during their undergraduate years [4]. Preventing cheating in the first 

place is the best way to ensure fairness among students by measuring their academic achievements fairly [5]. 

Friendship was listed among the top five reasons as “My friend wants me to help” in the research on cheating in 

exams at universities [6]. In other research, the rate of copying from the closest seated colleague was higher than 

50 percent, and helping others to cheat was more than 70 percent [7]. The faculty reporting rate of using an 

electronic device for cheating (11 percent) was lower than copying from another student with their knowledge ( 33 

percent) and helping someone else cheat on a test ( 29 percent) [3]. Communication during the exam is significantly 

higher among neighbors who are also friends outside the examination room and unfamiliar neighbors will be less 

confident in interacting, which partially inhibits unwanted communication [8]. Additionally, detecting and 

punishing student whispering is often difficult and subjective. The easiest method to decrease cheating is to spread 

students out, leaving an empty seat between them in each row. Unfortunately, classroom size may not be sufficient 

to spread students effectively [9]. 

This study aims to provide the best session arrangement to prevent placing familiar students in a close location 

during an exam to minimize the possibility of cheating prevailing in central exams via GA. We investigated the 

best methods for passing elite individuals to the next population in the exam seating problem domain. In addition, 

we tuned the GA parameters, such as the mutation probability, crossover probability, and population size to 

determine reasonable settings. It reduces time consumption and manual human dependency and optimizes the usage 

of classroom spaces. We employed multiple parameters such as graduation from the same department or school, 

living with the same relative, or the same birthplace to identify friendship. 

The remainder of this paper is organized as follows. Section 2 presents the motivation for the study and problem 

definition and describes various research works that have been conducted on exam scheduling and seating problems 

using GA and other methods. Section 3 discusses the selection mechanism, crossover and mutation operators, and 

parameters of the existing and proposed methods. Section 4 presents results that demonstrate the effectiveness of 

the proposed method. Finally, concluding remarks and discussions are presented in Section 5.. 

2. Background and Related Works 

The steps of the exam scheduling process include examination timetabling, room assignment, and student seat 

placement. Examination timetabling begins by listing exams that cannot be scheduled in the same time slot, 

generating available examination time slots; and identifying available exam rooms and courses that need to be 

scheduled [10]. A large number of events to be scheduled and constraints imposed on timetabling make the search 

space for the problem extremely large. Indeed, a manual solution can require considerable effort or is nearly 

impossible [11]. Many constraints should be satisfied, as a course taught at many places must have the same exam 
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date and an invigilator can be assigned to any campus [12]. Timetabling problems have attracted the attention of 

the scientific community and interest in this field has increased [8]. However, the lack of room for information in 

currently used datasets means that the optimization function used to measure solutions does not incorporate all 

necessary issues [13].  

The problem of assigning exams to classrooms has been investigated in research using seating capacity in the 

classroom as a hard constraint [14]. Some researchers have focused on the invigilation schedule which aims to 

assign rooms or invigilators after the exam timetable has been approved; however, it has received less attention 

from the research community because of the lack of available datasets [15]. There is relatively little research on the 

assignment of exams to classrooms by targeting the minimization of the total used capacity [16]. 

Generally, student placement on the seat is not considered when generating examination timetables. Some studies 

have focused on minimizing student movement between rooms by assigning them to the same room when they are 

scheduled to sit consecutive examinations on the same day [10]. Students should not undergo two examinations 

simultaneously over a designated period within a finite area of space. A viable solution must satisfy this ‘hard’ 

constraint [17].  

When the focus shifts to the prevention of cheating, the successful distribution of seats in an exam is one of the 

primary concerns of a well-prepared exam hall, ensuring the maximum distance between students while making 

the best use of seats. The general aim is to replace friends separately during an exam and place non-befriended 

students next to each other as much as possible [8]. However, exam seats are usually allocated manually based on 

the basic rules [18]. Many institutes perform this task manually using Excel sheets causing excessive wastage of 

time and manpower [19]. 

Social network analysis has been used to detect student friendships and avoid cheating [8]. Friendships constructed 

by a friend’s friend create a complex network topology [20]. Because not every student has a public social media 

account, we determined the friendship level via the student’s department, program, and birthplace parameters using 

a real-world dataset. 

3. Methods 

This section explains the proposed method, its advantages, and the differences between the proposed and previous 

methods. 

3.1. Genetical Algorithm Basic Structure 

The solution to exam seating is constraint programming, which solves a given set of variables, a finite set of possible 

values that can be assigned to each variable, a list of constraints, and values of the variables that satisfy every 

constraint as the timetabling problem [21].  GA, which is a suitable optimization technique for solving hard and 

highly constrained problems, is a popular meta-heuristic method that addresses the university timetabling problem 

[22].  GA was chosen to solve the exam seating problem because of its robustness in many studies [23–26]. In 

addition, in some studies, the selection strategies of GA were incorporated into other algorithms, such as bee colony 

optimization, to increase the effectiveness of the solution to the examination timetabling problem [27]. 

GA which was first introduced by John Holland [28] allows the building of a solution inspired by nature. It aims 

to find the best solution for the survival of living organisms that adapt to the natural environment and the elimination 



 
Agalday and Nizam J Inno Sci Eng 6(2):220-232 

223  

of living organisms that cannot adapt [29]. The population is composed of chromosomes, and the population size 

(PS) is the chromosome number. The initial population is generated from random values [30] and interchanges to 

produce new individuals (chromosomes). The population is assigned a suitability value by comparing each solution 

with other solutions using a fitness function for each generation number (GN) and the best individuals of the 

population are transferred to the next generation. This iteration continues to try solutions until the fitness value is 

zero or the maximum number of generations (GNmax) is reached. 

The natural selection process can be clogged somewhere and circulates the same solution. Crossing and mutation 

are two important genetic operators used to create new solutions [31]. In the crossover operation, the bits of the 

first chromosome and the other chromosome shift according to a predefined rule to produce chromosomes with 

different structures and increase chromosome richness, as shown in Figure 1a. 

Figure 1. Operators in GA. 

 

The mutation operator changes the homogeneous structure in the vicious circle formed when searching for the best 

solution. If all chromosomes are identical or similar, the optimum mean fit value may not be reached. Randomly 

selected genes in the chromosome are changed as shown in Figure 1b. 

3.2. Applying Genetical Algorithm to Exam Seating 

The exam seating problem has a variety of constraints similar to those of the timetabling problem. When searching 

for an optimal solution, 𝐸 events can be allocated to 𝑃 places in 𝑃𝐸 ways that create an NP-hard problem [32]. 

Heuristic algorithms are used to solve NP problems in polynomial time or approximate it. Therefore, GA was 

applied to exam seating in the literature [33]. The students were placed into classrooms with different capacities as 

a matrix layout as shown in Figure 2. 

 
Figure 2. The session layout in the classrooms. 

 

The initial population, chromosome encoding, and fitness function structures are arranged to solve the exam seating 

problem. The pseudo-code of the proposed GA method is shown in Figure 3. 
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begin 

Data: Create the initial population 

Result: 𝐹 

while do 

Calculate F while (𝐺𝑁𝑖   < 𝐺𝑁𝑚𝑎𝑥): The modified fitness function is applied on each chromosome; 

Cumulative Probability Calculation: Roulette wheel transfer to the intermediate population; 

CrossOver: Selection of chromosome pairs with an integrated repair algorithm; 

Mutation: Permutation coding; 

Elitism: Replace the worst members of the existing population with the best members of the intermediate 

population; 

end 

Figure 3.  The proposed GA for exam seating 

 

3.3. Chromosome Encoding and The Initial Population 

Each chromosome was constructed by using a random distribution of student information to create an initial 

population. The initialization procedure is an important issue in GA implementation because it supports the fact 

that individuals across the first generation spread across the entire search space with as much diversity as possible 

[34]. The index information can be given by: 

c ∈ 1, … , R  where R is the number of classrooms           (1) 

i ∈ {1, … , L}  where L is the number of students            (2) 

t ∈ {1, … , T}  where T  is the total number of seats           (3) 

si =  (a1,  a2,  . . ,  an) where si is a tuple containing the attribute (𝑎) of 𝑖th student           (4) 

The form and definition of the chromosome structure are very important to improve the performance of the 

algorithm. One student was placed in each row or a chromosome 𝑖𝑛𝑑𝑒𝑥 = 𝑖 represents 

(𝐶𝑙𝑎𝑠𝑠𝐼𝑑, 𝑅𝑜𝑤𝐼𝑑, 𝐶𝑜𝑙𝑢𝑚𝑛𝐼𝑑) information [36]. The other information about the student such as undergraduate 

program, birthplace, and residence information has been stored in another list and referenced using student identity 

to reach a light and high-performance structure. Figure 4 shows an example distribution of a chromosome structure 

for 15 students and 2 classrooms. 

 

Figure 4. Chromosome structure  

 

 

{ 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15  index (i)  

Chromosome S1 S2  S3  S4  S5 S6 S7  S8  S9 S10  S11 S12  S13 S14 S15  Student Id   

 

 
                

List for other 

information { 
S1 S2  S3  S4  S5 S6 S7  S8  S9 S10  S11 S12  S13 S14 S15  

C1 C1 C2 C1 C2 C1 C2 C2 C1 C1 C1 C1 C2 C2 C1  Classroom 

Id 
2 1 1 3 3 3 2 2 3 1 2 2 1 3 1  Row Id 

2 2 2 2 2 3 2 1 1 1 3 1 1 1 3  Column Id 
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3.4. The Fitness Function 

The system creates a penalty when two students are likely to recognize each other sitting back-to-back or next to 

each other in a chromosome. The fitness function F(𝑘), which represents the total penalty for 𝑘th generation, is 

given by Equation (5) as  

F(𝑘) = ∑ ∑ 𝑝𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦(si, sj)       L
j=i+1

L
i=1            (5) 

To detect proximity, the relationship immediately behind and to the right of each student's seat is examined. When 

proximity is detected, the chromosome receives a proximity(𝑠𝑖, 𝑠𝑗) score representing the degree of proximity 

between the ith and jth students’ locations as 𝑠𝑖 and 𝑠𝑗. In Equation (6), the first row indicates that the 𝑗𝑡ℎ student 

sits next to the seat of the 𝑖𝑡ℎ student and they have the same proximity attributes. The second row indicates the 

𝑗𝑡ℎ student sitting behind the 𝑖𝑡ℎ student. Only the seat behind the student is examined in the rightmost column of 

the classroom and only the seat next to the student is examined in the last row of the classroom. The proximity 

calculation for the fitness function is 

proximity(𝑡𝑖 , 𝑡𝑗) =  {
1 if 𝑖 = 𝑗 + 1 ∧ (𝑠1 = 𝑠2)   

  1 if 𝑖 = 𝑗 + 𝑁 ∧ (𝑠1 = 𝑠2)    
  0              otherwise              

           (6) 

The classroom contains a total of 𝑀 rows and 𝑁 columns. We accepted all friendship parameters to be the same 

and the similarity coefficients as 1. The fitness function is subject to the following additional constraint: more than 

one student cannot be assigned to one seat: 

∑ 𝑣𝑖𝑡   ≤ 1𝐿
𝑖=1  for each i ∈ 1, … , L            (7) 

𝑣𝑖𝑡 1 if student 𝑖 is assigned to seat 𝑡 and 0 otherwise.  

The target solution must minimize the fitness value to zero or near zero.  

3.5. The Crossover Operator 

After determining the initial population, the chromosomes are crossed according to their fitness values, and new 

offspring individuals are obtained at the end of each iteration to determine which individuals are the correct 

solution, as shown in Figure 5. s1, s3, s6 have a friendship; thus,  𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒2 has one close seat (𝑠1, 𝑠3) and 

𝐹 = 1/3. 𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒3 has two close seats ((𝑠1, 𝑠3), (𝑠1, 𝑠3)) and 𝐹 = 2/3.  

 

 

Figure 5. The crossover of chromosomes 

Chromosome 2 (F=1/3) 

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15 

C1 C1 C2 C1 C2 C1 C2 C2 C1 C1 C1 C1 C2 C2 C1 

1 2 1 3 3 2 2 2 3 2 3 1 1 3 1 

2 2 2 3 2 1 1 2 2 3 1 1 1 1 3 
 

Chromosome 3 (F=2/3) 

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15 

C1 C1 C1 C1 C2 C2 C1 C2 C1 C1 C2 C2 C1 C2 C1 

3 3 2 3 3 2 1 3 2 2 2 1 1 1 1 

3 1 2 2 1 1 3 2 1 3 2 1 2 2 1 
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𝑖.th chromosome roulette selection probability function is given in Equation (8): 

𝑃(𝑖) =
F(𝑖)

∑ 𝐹(𝑗)𝐶𝑁
𝑗=0

             (8) 

Chromosome number (𝐶𝑁) defines the crossing point. Candidate chromosomes for selection are determined by 

generating a random number using a crossing point. For example, when random point 5 is determined, the first five 

genes of 𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒2 and the last ten genes of 𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒3 combine to form the 𝑁𝑒𝑤𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒.  

Chromosomes that will survive in the next population are determined by cumulative ratio values using a randomly 

generated number between 0 and 1 in the roulette wheel selection method. Crosspoint selection is implemented by 

generating random values for chromosomes that address the locations of the chromosome pairs to be crossed. For 

example, the first pair of chromosomes to be crossed is 7 and 2, when random numbers (7 − 2 − 5 − 8 − 1 − 4 −

3 − 6) are generated in a population. The genes after the crossing point of the first and second chromosomes are 

combined to obtain the second offspring. 

 

 

Figure 6. Crossover in SPCM 

The direct implementation of GA crossover causes genes to repeat in the chromosome, as shown in Figure 6 [32]. 

When a crossover is performed without considering the repeating genes in the chromosome structure, over 20 

percent of the chromosome structures are repeated causing the same student to be replaced in more than one place 

in the room or two different students to be replaced in the same seat [37]. In the example above, the students, 𝑠5 

and 𝑠8, were in the third seat of the second classroom. Therefore, this settlement plan cannot be applied in the real 

world. During the exchange process, the generic partially mapped crossover operator performs no feasibility check 

by default, and a repair mechanism is required to make each child chromosome feasible [34]. An improved 

crossover model was designed to eliminate an additional repair function as satisfying the constraints of the problem 

[37]. The crossover of 𝑖th gene in chromosomes X and Y is given by equation (9): 

𝑃𝑀𝑋 = {𝑋𝑌[𝑖] = 𝑋𝑖 𝑡ℎ𝑒𝑛 𝑋[𝑖] ↔ 𝑌[𝑖]}                (9) 

The process begins with selecting random crossover points on the parents. The gene on the first chromosome is 

copied on the same chromosome to the location of the corresponding gene on the second chromosome when 

transferring the segment from the first parent to the first offspring.  The same procedure is repeated for the second 

chromosome with the parents’ roles reversed. This prevents the replication of the same seating position on the same 

chromosome, as shown in Figure 7. 

 

 

S1 S2  S3  S4  S5 S6 S7  S8  S9 S10  S11 S12  S13 S14 S15 

C1 C1 C2 C1 C2 C2 C1 C2 C1 C1 C2 C2 C1 C2 C1 

1 2 1 3 3 2 1 3 2 2 2 1 1 1 1 

2 2 2 3 2 1 3 2 1 3 2 1 2 2 1 
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Figure 7. Partially matched crossover [37] 

 

The genes (7,8,4) in Cromodsome1 were crossed with the genes (9,2,1) in Cromodsome2. Gene 9 in 

Cromodsome2 was replaced 7 in Cromodsome1. Gene 9 in Cromodsome1 was placed at the location of gene 7 

in Cromodsome1. The same process was applied to others. 

3.6. Elitist Selection 

Elitist selection based on cloning the best single individual from one generation to the next is popular [36]. The 

average fitness of the population will increase by transferring the best chromosomes to the next generation. Thus, 

in a previous work [37], the best chromosome of the generation, which had the best fitness value, was selected as 

the elite and transferred to the next generation. Although an elitist procedure is sufficient for many GA applications, 

there may be some cases that benefit from selection schemes that provide different types of search capabilities [36].  

Our observations showed that the method of preventing repeated genes by identifying transfer location using gene 

values [37] caused the distribution of genes to different points during the transition and slowed down the saturation 

in the crossover operator. To improve system performance, this paper explores several elitist procedures for the 

design of GA-based exam seating. We attempted to replace a number of the worst chromosomes of the previous 

generation with the best chromosomes from the new generation. We evaluated the effects of varying the number 

of replaced chromosomes against generation number. 

The effects of the MR, CR, and PS values on the results of the previous algorithms were examined in detail and 

then applied to our elitist selection to compare the results. We determined the best values for the parameters step-

by-step and used them as the initial values for the next step. We evaluated the saturation process by observing the 

penalty score of each algorithm over generations until the saturation point was reached. Each test was repeated 10 

times, and the results of the analysis were averaged to reduce the error rate to less than 10 [38]. The proposed 

algorithm was implemented using Python. 

The data obtained from the distance education application and research center of a university were used in this 

study. The data contained 68 unique undergraduate programs, 157 birthplaces, and 138 residential addresses. 

 

4. Results and Discussion 

Although there is no common judgment on the most suitable parameter values, we used David Schaffer’s 

experimental study values as 0.75 − 0.95 for CR, 0.005 − 0.01 for MR, and 20 − 30 for PS [39]. In addition, it 

is recommended to take PS as an average of 10, in which PS affects the performance [40]. Thus, PS the value was 
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chosen as 12, as described in [37].  

The effect of the parameter values on the saturation process of the previous algorithm is shown in Figure 8a-c. 

When the number of generations increased, the production of defective genes in the chromosome increased 

respectively until the saturation point was reached. The maximum number of generations that supported reaching 

the maturation point was detected as in the range of 50 to 500.  

It was claimed that increasing MR has a positive contribution to the solution of the problem [41]. Thus, our 

investigation focused on MR parameter values having a range between 0.05 and 0.3 as in [37]. However, the results 

indicated that low MR values provided better saturation rates as shown in Figure 8a. We evaluated the effect of PS 

on the results using the best CR values determined as 0.01 as shown in Figure 8b. Thus, after testing different 

values, the parameter values providing the best session order were chosen inside the limits mentioned in the 

literature [39] as CR= 0.9, MR = 0.01, and PS=20. 

 
(a) MR effect analysis 

 
(b) PS effect analysis 

 
(c) CR effect analysis 

 

Figure 8. The effect analysis of the parameters 

 

Figure 9 shows the parametric analysis of the proposed elitism procedure. We have added the results of the previous 

algorithm for the determined parameter values above to allow a comparison of the results of different elitisms to 

the figure. 
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Figure 9. Demonstration of chromosomes in SPCM 

The penalty scores decreased to zero for the 30th generation compared to the 50th generation in the previous 

algorithm, as shown in Figure 9. The TN values yielded better results when approximately 50 percent of the genes 

were altered. 

Our comparative analysis results suggest that the proposed elitism method provides better saturation rates and lower 

penalty scores than the previous algorithms. The saturation rate decreases when the number of transferred 

chromones is low, and the elitism results correlate with those of the previous algorithm [37]. In addition, the model 

result did not contain any misplacement of students as appeared in the study [32].   

Despite the important improvements, there are still some potential threats to the validity of our study. We evaluated 

the effects of parameter values step by step and transferred the best values to the next evaluation stage to decrease 

the size of the test attempts. This could have caused some parameter combinations to be missed. Trying 

combinations of all possible parameter values can provide slightly improved results. Additionally, the dataset on 

which the model was tested was small, considering the number of students in the centralized exams. This limits the 

evaluation of the algorithm performance against large examination datasets. 

5. Conclusion 

The principal contribution of this study is the parametric optimization of GA-based exam seating by analyzing the 

effect of parameter values on the system performance and saturation rate.  The accuracy and performance of the 

algorithm were evaluated by using the student dataset from a university. The results indicated that the parametric 

optimization and improved elitism methods fulfilled two purposes simultaneously: increasing the robustness of the 

algorithm and preventing unrealistic seating plans.  

The proposed model has important theoretical and practical implications. From a theoretical perspective, 

researchers can use the method and dataset as inputs for new exam seating, timetabling, and GA research. From a 

practical perspective, our process model can increase the speed of preparing reliable plans with optimal session 

orders for centralized exams where thousands of people are held simultaneously.  

Some limitations of our study should be addressed to strengthen its applicability further. First, the effects of 

different parameters, such as school friendship and class friendship on exam seating accuracy and performance 
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should be evaluated in detail. Second, the determination of the minimum and maximum classroom spaces should 

be addressed to determine the optimum space allocation for exams. Finally, the integration of exam timetabling 

and seating should be investigated to develop a comprehensive plan for seat placement. 
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Abstract 
 
This paper presents an application of a multi-objective non-dominated sorting genetic 

algorithm with a modified chromosome encoding for histogram shifting-based multiple 

reversible data hiding scheme in neuroimages which aims to minimize distortion and 

maximize capacity. The modified chromosomes encoding scheme is designed according 

to the zero-bin characteristic of the intensity histogram of the structural magnetic 

resonance imaging scans of the human brain. A detailed experimental study has been 

carried out for assessing the effect of non-dominated sorting for multi-objective 

optimization compared to Euclidian distance, the convenience of modified chromosome 

encoding scheme for medical images compared to non-medical images. The performance 

of the proposed method has been measured in terms of the peak signal-to-noise ratio 

(PSNR) for image quality and the bits per pixel (bpp) for capacity assessments. The 

experimental results show that the proposed method is better than its counterparts. 

 

Keywords: Genetic algorithm, information security, magnetic resonance   imaging,   

reversible data hiding  
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1. Introduction 

Data hiding is the process of sending confidential data covertly embedded into a digital media, such as digital 

images, video, and signals [1]. The idea behind the utilization of digital images as a carrier in data hiding 

technologies is based on the inability of people to notice small changes in digital images by naked eye. Many data 

hiding schemas have been proposed in the literature that successfully employed various kinds of images in several 

application areas, including medical images. The Health Insurance Portability and Accountability Act (HIPAA) of 

2003 and 2005 include a set of privacy and security rules that forces medical professionals and institutions to ensure 

patient confidentiality and privacy, even in digital media [2]. Since medical images contain critical information for 

diagnosis, the applied data hiding technique must ensure the reversibility of the cover image. Nowadays, it is of 

great interest to study data hiding techniques to hide identification information inside magnetic resonance images 

for establishing more secure data transmission channels. Most of the existing reversible data hiding schemes are 

based on histogram shifting (HS) , which was initially proposed by Ni et al. [1]. Kurnaz et al. proposed an 

histogram-shifting based method that does not require shifting while preserving the visual quality of stego images 

[3]. A typical HS-based data hiding scheme start by selecting one or more pairs of peak and zero bins in the 

histogram of a cover image. Then, it shifts the bins between peak bin and zero bin by one toward the zero bin. The 

main purpose is to create a gap for hiding a secret message in the size of the frequency of the peak bin, which the 

frequency of the selected bin determines the hiding capacity. On the other hand, the image distortion depends on 

the total number of shifted pixels. In a single-pair HS-based scheme, the peak bin with the highest frequency is 

matched to its nearest zero bin, thus, the number of pixels affected by shifting is the smallest [4]. A multiple 

embedding scheme should be considered in order to achieve a higher capacity, which consecutively employs more 

than one embedding procedure on pairs of different peaks and zero bins [5]. If it is aimed to increase the embedding 

capacity despite the high distortion in embedded images, the same pair selection procedure for a single pair can be 

repeated for multiple HS-based schemes by matching the next highest peak bin with its closest zero bin in case of 

a small number of zero bins existing in a histogram. However, multiple HS-based data hiding is a non-deterministic 

polynomial-time (NP)-hard problem when the size of the solution space is too large to find the best mapping of 

peak and zero bins. This problem is known as the rate-distortion optimization problem. Several algorithms have 

been proposed in the literature to find an optimal set of peak and zero pairs [6], [7] for multiple pair histogram 

shifting. Tian’s algorithm searches for redundancy in digital images to achieve high embedding capacity while 

keeping the distortion low [8]. In practice, when the solution space is too large to find an optimal solution in a 

reasonable time, heuristic algorithms [9] are recommended to search for an optimal solution [10]. Recently, Wang 

et al. proposed a genetic algorithm-based embedding scheme in order to automatically determine the number of 

peak and zero bin pairs and their corresponding values [11], [12] and [13]. Furthermore, dynamic programming-

based reversible data hiding algorithms were proposed to solve the optimization problem [14], [15].  

This study aimed to implement a reversible and high-capacity HS-based data hiding technique for magnetic 

resonance imaging (MRI), which is one of the most widely used medical imaging tools. MRI is a non-invasive 

technology that produces detailed anatomical and functional images of the inner body without any exposure to 

radiation. Thus, a genetic algorithm model is proposed in this paper for solving a rate-distortion optimization 

problem for HS-based multiple reversible data embedding schemes.  
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The paper is organized as follows: Section 2 provides background information on the medical imaging techniques 

that were used to obtain the data that are included in this study. Section 3 describes the dataset used to evaluate the 

proposed model. The framework for rate-distortion optimization on HS-based data hiding is demonstrated in sub-

section 3.2. Then, experimental test results are presented and discussed. Final remarks are summarized in the 

Conclusion Section.. 

2. Background and Motivation 

This section provides brief information about in vivo imaging of the human brain and how its intensity histogram 

characteristics inspired the chromosome structure of the proposed genetic algorithm (GA) model. 

A. Structural imaging of the human brain 

The human brain is the most complex organ of the human body and a part of the central nervous system (CNS). 

The brain is composed of two types of tissue: white matter (WM) and grey matter (GM). In addition, cerebrospinal 

fluid (CSF) is a clear plasma-like fluid that fills the brain ventricles. Grey matter contains relatively fewer 

myelinated neurons compared to white matter, which is mainly distributed on the surface of the brain cortex. The 

white matter appears white due to the abundance of the fatty substance (myelin) in its structure [16]. Magnetic 

resonance imaging is a widely used in vivo imaging technique for studying the human brain. Different tissue types 

have different longitudinal (or spin-lattice) relaxation times (T1) that is a measure of the time taken for spinning 

protons to recover about 63% of the magnetization along the longitudinal direction. T1-weighted (T1-w) imaging 

is one of the basic pulse sequences in MRI, which exhibits contrast differences between different tissue types. The 

excited hydrogen nuclei in fat recover more rapidly along the longitudinal axis; thus, regain much longitudinal 

magnetization during the repetition time (TR) interval. Due to the lipid composition of myelin, white matter has 

higher intensity values and appears lighter than grey matter in T1-weighted images of the healthy human brain. 

The lowest signal intensity is obtained from protons in the water molecules of CSF. Hereby, CSF appears black in 

T1-w imaging of the brain [17]. 

B. Motivation 

The histogram of T1-weighted imaging of the healthy human brain is characterized by three main mounds that 

correspond to three main tissue types: cerebrospinal fluid, grey matter, and white matter, respectively [17]. In this 

study, a group of non-zero neighboring bins delimited by zero bins of the histogram is called a “cluster", and 

similarly, a group of zero neighboring bins delimited by non-zero bins is called a “gap". A typical intensity 

histogram of a structural MRI image has either narrow gaps between thick clusters that create many candidate peak 

points per zero points or wider gaps between thin clusters that form many unmatched zero locations. This 

characteristic is the main motivation behind the algorithmic design of the presented algorithm. The chromosome 

structure of this study is designed to encode the selection of zero-bin pairs for histogram shifting, such that adjacent 

zero-bins within a gap are matched with the non-zero bins of the neighboring cluster. 
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C. Materials and Methods 

The efficiency of the proposed Genetic Algorithm (GA) is presented on axial slices of a set of T1-weighted imaging 

scans belonging to healthy elderly. Additionally, the proposed approach is compared with a non-heuristic schema. 

Furthermore, the proposed schema is tested for widely used non-medical images: Lena, Baboon, and Peppers. 

Experimental Dataset 

A total of 30 healthy elderly subjects have been included in this study. For each subject, their spatially normalized 

and skull-stripped anatomical MRI brain scans were downloaded from the Alzheimer's Disease Neuroimaging 

Initiative (ADNI) data archive. The scans are three-dimensional 16-bit depth magnetic resonance images with a 

size of 110×110×110 and a resolution of 2 mm×2 mm×2 mm. The experiments were performed on the 60th axial 

slice of the volumes at a size of 110×110. Fig.1 presents an axial slice of one of the MRI scans used in the 

experimental evaluation of the proposed model. 

 

Figure 1. An axial slice of the dataset used in the experiments. 

 

Proposed model for reversible data-hiding 

The conventional phases of a genetic algorithm have been performed, which includes (1) initial population 

generation, (2) parent selection, (3) crossover, (4) mutation, and (5) next population selection. The overall GA 

schema requires three system parameters and one input: the size of the population (𝑛𝑝), the number of epochs (𝑛𝑒) 

and the mutation probability (𝑟𝑚) are the system parameters; the histogram model of the cover image (H) is the 

input parameter. The aim of this GA model is to find an optimum set of zero-nonzero bin pairs based on the 

histogram model of a particular cover image. In this study, the model proposes a new chromosome encoding scheme 

based on the histogram structure, and employs a non-dominated sorting algorithm to find the best individual for 

the next population. 

Chromosome encoding based on the intensity histogram of the image 

The proposed chromosome structure is highly related to the histogram model of the cover image. The data structure 

of a histogram model (H) is composed of gaps (G) and clusters (C) denoted as 𝐻 = (𝐺, 𝐶) , where the number of 

gaps is represented by |𝐺| =  𝑛𝑔 and the number of clusters is represented by |𝐶| =  𝑛𝑐.  

G is a sorted sequence of gaps that are labelled as 𝑔𝑖 in such a way that 𝐺 =< 𝑔1, … . , 𝑔𝑛𝑔
>. Each gap 𝑔𝑖 
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corresponds to one of the zero-bin gaps of the histogram in ascending order that 𝑔𝑚 represents bins with smaller 

numbered bins than what 𝑔𝑛 represents when 𝑚 < 𝑛 ≤  𝑛𝑔. Thus, a single gap 𝑔𝑖 is implemented as a sequence of 

consecutive zero bin-numbers (𝑍𝐵𝑖). The number of zero-bins in a gap is at least one, but the size may vary 

according to the histogram of the image ( |𝑍𝐵𝑖| > 0).  

Similarly, C is used to represent all clusters of sequential non-zero bin-numbers 𝐶 =< 𝑐1, … . , 𝑐𝑛𝑐
> in ascending 

order. A single cluster  𝑐𝑖 has one or more non-zero bins associated with its intensity as a sequence of pairs (𝑁𝑍𝐵𝑖) 

in opposite to gaps since all intensities are zero in gaps. Thus, 𝑁𝑍𝐵𝑖 represents non-zero bins of the cluster 𝑐𝑖 as 

𝑁𝑍𝐵𝑖 =≪ 𝑏𝑖1, 𝑞𝑖1 >, … . , < 𝑏𝑖𝑘 , 𝑞𝑖𝑘 >>, where b’s are the bin numbers and q’s are the corresponding intensities 

of the bin numbers such that 𝑘 = |𝑁𝑍𝐵𝑖|>0 is the number of non-zero bins in the cluster𝑐𝑖. 

Since, we included the bin number 0 (zero) that does not exist in the ROI of the image and the bin number "one 

plus the highest intensity value of the image", a histogram model starts and ends with a gap, which yields  |𝐺| =

 𝑛𝑔 that is always equals to (|𝐶| =  𝑛𝑐) + 1 and the bin numbers of 𝑔𝑖 is always followed by the bin number of 𝑐𝑖. 

The following figure Fig.2 illustrates a symbolic histogram of an arbitrary image with a size of 10×10 and with 

intensity levels in the range of [1−36]. The bin numbers zero and 37 (one more than the highest intensity) are 

artificially added to the histogram to guarantee that it will start and end with a gap. Therefore, the sample histogram 

has four gaps (𝑛𝑔 = 4) and three clusters (𝑛𝑐 = 3). The gaps have three, six, six and three bin numbers in such that 

𝑍𝐵1 =< 0,1,2 >,  𝑍𝐵2 =< 9,10,11,12,13,14 >, 𝑍𝐵3 =< 23,24,25,26,27,28 > and 𝑍𝐵4 =< 35,36,37 >, 

respectively. The clusters are implemented as two-dimensional tuples that 𝑁𝑍𝐵1 =≪ 3,5 >, < 4,6 >, < 5,4 >, <

6,3 >, < 7,6 >, < 8,4 >>,𝑁𝑍𝐵2 =≪ 15,2 >, < 16, 5 >, < 17,8 >, < 18,7 >, < 19,5 >, < 20,5 >, < 21,3 >, <

22,4 >> and 𝑁𝑍𝐵3 =≪ 29,4 >, < 30,6 >, < 31,5 >, < 32,7 >, < 33,6 >, < 34,5 >>. As a crosscheck, the sum 

of intensities of all clusters (∑ ∑ 𝑞𝑖𝑘
𝑘
𝑗=1

𝑛𝑐
𝑖=1 ) is equals to the number of pixels (10 × 10 = 100). 

 

Figure 2. An illustration of an intensity histogram of an arbitrary image with a size of 10x10. 

 

The proposed chromosome encoding scheme based on the histogram model is a series of gene segments that are 

located in gaps. A gene segment is composed of zero or more encoder-genes and a regulatory gene, as illustrated 

in Fig.3. Each encoder gene is associated with one of the successive bins of the gap on which it is located. A 

regulator gene can take a boolean value that expresses (or suppresses) the corresponding encoder-genes. In addition 

to genes, a gene segment can be either left-handed or right-handed that determines the cluster for matching bin 

numbers, which is called “encode-direction”. If a gene segment of the gap 𝑔𝑖 is left-handed then bins of the gap are 

matched with the bins of the cluster 𝑐𝑖 otherwise they match with the cluster 𝑐𝑖+1. Each gap may hold zero or one 
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left-handed gene segment and zero or one right-handed gene segment except the  first and the last gaps. The first 

gap may contain zero or one right-handed gene segment, and the last gap may contain zero or one left-handed gene 

segment. Therefore, an individual chromosome may have at most  (2 × (𝑛𝑔 − 2)) + 1 + 1 = 2 × 𝑛𝑔 − 2 =

2 × (𝑛𝑔 − 1) = 2 × 𝑛𝑐  numbers of gene segments.  

There exist some constraints that must be considered during the training of genetic algorithm (GA) model. The first 

one says that two gene segments can not overlap, therefore the same zero bin will not be paired with more than one 

nonzero bin. The second one says the total number of encoder-genes of gene-segments that share the same cluster 

is limited by the number of bins of the cluster. The final one deals with where the gene-segment is placed in the 

gap, because a shorter distance between the matching points results in a higher PSNR value in the data embedded-

image. 

 

Figure 3. A gene segment 

 

The Fig.4 illustrates an instance of the proposed chromosome structure with three gene segments. The first gene 

segment is a left-handed gene segment that matches the zero-bins in the range of 9-13 with some non-zero bins of 

the first cluster. The second gene segment is inactivated. The last gene segment is an active and left-handed segment 

that has only three zero-bins to match with the bins of the third cluster. 

 

Figure 4. An instance of chromosome encoding on the sample histogram 

 

D. Training of the GA model 

The training procedure of the proposed GA model for the given histogram model is given in Algorithm 1. The 

procedure runs for the given number of epochs (𝑛𝑒 ). In each epoch, all individuals in the population are sorted 

using a non-dominated multi-objective sorting algorithm. The last two-thirds of the population having high scores 

are randomly paired to generate two offspring. The generated offspring are exposed to mutation with the given 

mutation probability (𝑟𝑚). This GA model employs customized implementations of crossover and mutation 
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according to the proposed chromosome algorithm. 

 

Algorithm 1: Training initial population for ne numbers of epochs 

 function GA_TRAIN( 𝑛𝑝 ,  𝑛𝑒,  𝑟𝑚, H) : P 
  Input: 𝑛𝑝 , 𝑛𝑒 , 𝑟𝑚 are system parameters; H is the histogram model of the image 

  Output: 𝑃 = {𝑃𝑖  | 𝑖 = 1. . 𝑛𝑝} is a sequence of trained individual chromosomes. 

 1  /* Initialization */ 

 2  for 𝑖 ← 1 𝑡𝑜 𝑛𝑝 

 3   𝑃𝑖 ← 𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 

 4  end 

 5  /* Training */ 

 6  for 𝑒𝑝𝑜𝑐ℎ ← 1 𝑡𝑜 𝑛𝑒 

 7   𝑃 ← 𝑺𝑶𝑹𝑻_𝑵𝑺𝑨(𝑃) 

 8   𝑄 ← ∅                            // Q will keep generated offspring 

 9   𝑘 ← ⌊𝑛𝑝 × (2 3⁄ )⌋         // k is the number parents 
 10   𝐼𝑥 ← 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 {𝑛 | 𝑛 = 1, 2, . . 𝑘} 

 11   for 𝑖 ← 1 𝑡𝑜 𝑘 𝑏𝑦 2 

 12    𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔 ← 𝑪𝑹𝑶𝑺𝑺𝑶𝑽𝑬𝑹(𝑃𝐼𝑥𝑖
, 𝑃𝐼𝑥𝑖+1

) 

 13    if random_number(0,1) ≤ 𝑟𝑚 

 14     𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔 ← 𝑴𝑼𝑻𝑨𝑻𝑬(𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔) 

 15    end 

 16    𝑄 ← 𝑄 ∪ 𝑜𝑓𝑓𝑠𝑝𝑟𝑖𝑛𝑔                           

 17   end 

 18   𝑃 ←   𝑺𝑶𝑹𝑻_𝑵𝑺𝑨 ( 𝑃 ∪ 𝑄) 

 19   𝑃 = {𝑃𝑖  | 𝑖 = 1. . 𝑛𝑝}                    // get better 𝑛𝑝 number of individuals 

 20  end 

 21  return P 

 22 end function 

 

E. Sub procedures of Training GA Model 

E.1. SORT_NSA Procedure: A non-dominated sorting algorithm (NSA) is applied to a population 𝑃 that consists 

of 𝑛𝑝 number of individuals denoted by {𝑃𝑖  | 𝑖 = 1. . 𝑛𝑝} ,  assigning each individual to one of the k number of Pareto 

Fronts 𝐹 =  {𝐹𝑖 | 𝑖 = 1. . 𝑘} . The pareto index (𝑖), is the ranking of the pareto front, where the pareto front 𝐹𝑚 provides 

better solutions than 𝐹𝑛  for a particular multi-objective optimization problem if 1 ≤ 𝑚 < 𝑛 ≤ 𝑘. On the other hand, 

the solutions of a Pareto front do not dominate each other. In this study, an iterative approach is followed in the 

implementation of NSA to sort solutions of the given population aiming to maximize both peak signal-to-noise 

ratio (PSNR) and data embedding capacity. Initially, all solutions of a population compose a set of remaining 

solutions. In each iteration of a loop with a counter variable (i) is incremented by one starting from one; the 

unassigned solutions that are not dominated by any other unassigned solutions are assigned to the Pareto front 𝐹𝑖, 

until there are no more solutions to assign. Fig.5 illustrates the first three iterations of a NSA procedure for an 

example population with ten individuals. At the end of the first iteration, two solutions marked with red-cross are 

selected for the Pareto Front 𝐹1, which are better solutions then all the remaining eight solutions, but they do not 

dominate each other. One of the red-crossed solutions is better in PSNR and the others offer higher capacities. 

Then, the second iteration runs for the remaining eight solutions to compose the second Pareto front 𝐹2 in the same 

way. At the end of the third iteration, only one solution remained, which will be assigned to the last and fourth 

Pareto front. If sorting within solutions of a Pareto front is needed, then crowd-distance is applied to measure the 

surrounding density of a solution. 
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Figure 5. An illustration of  non-dominated sorting procedure for a population with ten solutions 

 

The distance value of a particular solution among all solutions in a multi-objective optimization environment is 

defined as the sum of the differences between the values of the nearest two neighboring solutions when sorted 

separately according to each objective function. The crowding distance of solutions having the lowest and highest 

values in an objective function is considered with infinite values so that they are excluded. In this study, solutions 

with a smaller crowding distance are preferred to achieve optimum solutions in both objectives rather than just one 

purposive dominant one. This measurement is applied in the selection of the better 𝑛𝑝solutions for the next 

generation as it is in the 18𝑡ℎ line of the Algorithm 1 only for the Pareto front of Npth solution.  

The Algorithm 2 summarizes the procedure in pseudocode to calculate the crowding distance for all solutions of a 

particular Pareto front. The algorithm gets individuals (S) in a given Pareto and returns corresponding crowding 

distance values (CD). Initially all individuals have zero crowd-distance value. Then the algorithm considers each 

objective separately as an outer loop start in the sixth line. The individuals are sorted according to their 𝑗𝑡ℎobjective 

function values. Afterwards,  the individuals having the highest and lowest values are excluded with infinite 

crowded distance values. Finally, the absolute distance of its two neighboring solutions is added to its 

corresponding crowding distance values in the 11𝑡ℎline. 

Algorithm 2: Calculate crowding distances of individuals having the Pareto 𝑃𝑟 

 function CROWDING_DISTANCE(𝑺) : CD 
  Input: S= {𝑠𝑖  | 𝑖 = 1,2, . . , 𝑛} is a sequence of 𝑛 number of solutions in a given Pareto 

  Output: 𝐶𝐷 = {𝑐𝑑𝑖  | 𝑖 = 1,2, . . , 𝑛} is a sequence of crowding distances of individuals 
chromosomes.  1  /* Initialization */ 

 2  for 𝑖 ← 1 𝑡𝑜 𝑛 

 3   𝑐𝑑𝑖 ← 0  

 4  end 

 5  𝑀 = {𝑚𝑖,𝑗  | 𝑖 = 1,2, . . , 𝑛 𝑎𝑛𝑑 𝑗 = 1. .2} // M is a sequence of objective function 

values number of solutions          of 𝑛 number of solutions in a two-objective involving two objective environment. 

         𝑚𝑖,𝑗  stands for the 𝑗𝑡ℎobjective function value of 𝑠𝑖 
 6  for j ← 1 𝑡𝑜 2 

 7   𝑀′, 𝑇 ← 𝑆𝑂𝑅𝑇(𝑀∗,𝑗) // T= {𝑡𝑖  | 𝑖 = 1,2, . . , 𝑛} and 𝑀′ = {𝑚𝑖
′ | 𝑖 = 1,2, . . , 𝑛} 

                                        //   in such that 𝑚𝑖 
′ =  𝑚𝑡𝑖,𝑗 

 8   𝑐𝑑𝑡1
 ← ∞                             

 9   𝑐𝑑𝑡𝑛
 ← ∞                             

 10   for k ← 2 𝑡𝑜 (𝑛 − 1) 

 11    𝑐𝑑𝑡𝑘
= 𝑐𝑑𝑡𝑘

+  |𝑚𝑖−1 
′ − 𝑚𝑖+1 

′ | 

 12   end 

 13  end 

 14  return CD 

 15 end function 
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E.2. CROSSOVER Procedure: As a part of the presented algorithm, the crossover method was designed to 

preserve the proposed chromosome structure and to comply with the defined constraints. The crossover method 

starts with a randomly selected twenty-percent of all regulated gene segments of the first parent, which are inherited 

by the first offspring. The clusters belonging to the remaining clusters of the second parent were transferred to the 

first offspring (and vice versa for the second offspring). The intersecting encoder genes of the overlapping gene 

segments are cropped in favor of a randomly chosen one.  

Fig.6 illustrates the proposed crossover technique based on the histogram model used in Fig.2. Two different 

solutions of the histogram (Parent-A and Parent-B) are crossed over that generated O 

spring-A and Offspring-B.  The third of the three clusters is selected as crossover point to exchange gene-segments 

among parents, so that, the Offspring-A inherited its first and second gene-segments from Parent-B and its third 

and fourth gene-segments are inherited from Parent-B. 

 

a) Parents 

 

b) Offspring 

Figure 5. Illustration of a Crossover Operation 

E.3. MUTATE Procedure: The mutation affects both regulator genes and encoder-genes. The mutation of 

regulator genes is a simple procedure in which the regulator genes of randomly selected ten percent of the gene-

segments are toggled. Since the previously expressed regulator genes will begin to be suppressed and vice versa, 

this kind of mutation affects the total capacity. On the other hand, twenty percent of the gene segments were mutated 

by deleting the encoder-gene next to the regulator gene and entailing it to its complement gene segment. This kind 

of mutation does not change the capacity. On the other hand, since it affects the matching between zero-bins and 

peak-bins, such a mutation is related to the distortion. 

F. Alternative Distance Measure as opposed to NSA  

An Euclidean distance-based fitness value is used to sort individuals in a population as a comparison to NSA in the 

third and fifteenth lines of Algorithm 1. The fitness value of the chromosome is defined as the magnitude of the 

vector 𝑣 in such that 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 =  |�⃗�| =  〈𝑐, 𝑝〉𝑇 , where 𝑐 and 𝑝 are scalars in the range of [0 − 1]. 

 The scalar 𝑝 stands for the ratio of PSNR to the maximum possible PSNR value of the image; and, the scalar 𝑐 is 



 
Er and Yildiray  J Inno Sci Eng 6(2):233-247 

242  

the ratio of the capacity in bits to the maximum possible capacity of the image.  

In this study, PSNR is calculated for 16-bit data as 𝑃𝑆𝑁𝑅 = (20 × log10(216 − 1)) − (10 × log10 𝑀𝑆𝐸), where 

MSE is the mean squared error between the original image and the data embedded-image. The maximum possible 

PSNR value is calculated by assuming MSE is equal to the epsilon that indicates the minimum distortion occurred 

by moving only one pixel by one, which is around 135 dB. 

3. Results and Discussion 

This section presents and discusses experimental results on the dataset explained in Section 2-C. 

A. Histograms of the Images of the Experimental Dataset  

As it is stated in the background and motivation section, this study is based on the characteristics of the histogram 

of a structural MRI image. In this section, the intensity histogram of one of the images of the dataset is presented 

in Figure 7. The histogram has 2125 bins, of which 335 of them are zero-valued bins that are around 16% of the 

total. Theoretically, the highest 335 peaks can be shifted to all zero locations, but, in practice, only 298 zero-bins 

are available for shifting due to the characteristics of the histogram. 

 

Figure 7. Pixel Intensity Histogram of an Image of the Dataset 

 

The gap-cluster statistics of the histogram are summarized as follows: The wideness statistics of all 231 clusters 

were 7.74 ±14.09 [1-171] (mean ±std[min-max]). Among 335 zero locations, only 298 of them can be used for 

shifting, 224 of which can be used for either one of two neighbourhood clusters for shifting. The histogram statistics 

of the three mounds are given separately in Table 1. The mean signal intensities of cerebrospinal grey matter and 

white matter are 574, 1228 and 1749, in that order. All three mounds are almost symmetrical bell-shaped (-0.5 ≤ 

skewness ≤ 0.5) but tails are thinner than the normal distribution (kurtosis <3) for cerebrospinal fluid and grey 

matter. 
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Table 1: Table explanation. 

 
Cerebrospinal 

fluid 

Grey  

matter 

White  

matter 

Mean Value 574 1228 1749 

Standard Deviation 199 220 122 

Median Value 557 1238 1750 

Minimum Value 186 744 1411 

Maximum Value 1313 1800 2124 

Mode 385 1336 1744 

25th Percentile 400 1059 1666 

75th Percentile 728 1403 1819 

Skewness 0.4 -0.2 0.23 

Kurtosis 2.52 2.17 3.22 

 

B. Experimental Results 

The system parameters are empirically set as 𝑛𝑝 = 100 , 𝑛𝑒  = 150 and 𝑟𝑚  = 10 for the proposed GA model. Fig.8 

presents scatter plots of the embedding capacity and PSNR values (in dB) of the individuals of the initial population, 

the evolved population with the NSA method and the evolved population with the Euclidian distance method; in 

black, green, and red colors, respectively. The embedding capacity is presented in a rate of embedded data length 

in bits to the maximum capacity in bits (listed in Table 2 ). Since, all individuals of the evolved population with the 

Euclidian distance method provide the solutions with the same capacity and PSNR values, all individuals plotted 

on top of each other. The mean capacity of the individuals of the initial population is computed to be 0.54 bpp, with 

a standard deviation of 0.0094. After 150 epochs of training with a procedure using NSA sorting algorithm, the 

mean PSNR value of the individuals on the first Pareto front of the population was statistically significantly 

increased compared with the initial population (p<0.001), with a  mean±std of 99.82±0.28, while the capacity 

value remained same statistically. On the other hand, after 150 epochs of training with a procedure using Euclidian 

distance sorting algorithm, the capacity value improved significantly (p<0.001), with a mean±std of 0.60±0.00, 

but, the PSNR value has decreased. 

 

Figure 8. Distortion against capacity of the initial and evolved population tested on the T1-w MRI slice 
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Table 2 provides a summary of the cluster characteristics of the whole dataset. There exist various numbers of 

clusters in the range of [115-640] with a high standard deviation. The zero bin numbers are given in the format of 

“a(s)/t", where t is the total number of zero bins that exist in the histogram. The number a indicates how many of 

the total t number of zero bins can be used for shifting. The number s denotes how many of the available zero bins 

can be paired with more than one cluster. The mean of the percentage of the ratio of the number a to the number t 

is 86.91 with a standard deviation of 0.06. In other words, around 13% of the total zero-bins are not considered to 

be used for shifting. 

Table 1: Cluster Statistics. 

 cluster 

count 

cluster       width 

(mean±std) 

zero bins count 

(a(s)/t)* 

maximum 

capacity 

1 231 7.74±14.09 298(224)/335 2022 

2 256 6.64±17.80 394(260)/439 2361 

3 314 5.72±10.72 495(288)/588 2583 

4 411 4.58±9.64 627(397)/744 2939 

5 299 5.17±10.95 461(271)/496 2429 

6 205 8.06±14.45 289(188)/326 1815 

7 494 4.37±8.98 745(473)/886 3016 

8 115 11.77±18.33 144(113)/181 1278 

9 287 6.32±12.41 408(280)/463 2140 

10 310 5.46±12.12 438(305)/479 2290 

11 521 3.99±5.62 833(481)/967 3035 

12 621 3.52±4.88 1020(564)/1317 3447 

13 561 3.86±5.78 819(584)/872 2874 

14 640 3.47±7.27 990(591)/1197 3400 

15 178 8.59±12.90 266(160)/306 1725 

16 118 12.76±23.80 145(122)/162 1130 

17 222 7.25±16.49 300(233)/306 1771 

18 360 5.46±7.05 516(368)/588 2260 

19 327 5.82±8.79 490(312)/576 2390 

20 198 8.17±11.40 257(216)/274 1468 

21 383 5.27±11.06 604(379)/703 3202 

22 325 5.60±8.31 464(320)/499 2192 

23 291 6.21±12.86 405(274)/465 2313 

24 151 10.56±23.20 206(163)/266 1777 

25 458 4.50±7.03 704(446)/830 2937 

26 132 11.20±35.07 182(137)/257 1887 

27 249 7.11±18.39 344(240)/361 2063 

28 348 5.54±9.66 475(366)/497 2268 

29 308 5.91±11.93 435(288)/604 2667 

30 262 6.86±10.26 351(279)/381 1914 

∗ The number of zero bins are given in a(s)/t; t = total number 
of zero bins; a = available number of zero bins for shifting; s = among available 
bins, how many of them are shared by two 
clusters 

 

Fig.9a and Fig.9b show the convergence characteristic curve of the capacity and PSNR values for training 

a GA model for 150 epochs.  The populations rapidly converged to an approximate equilibrium almost 

50 epochs later. The “multiple boxplot” MATLAB implementation of Ander Biguri (2021) was used to 

draw figures. 
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a) capacity vs epoch b) PSNR vs epoch 

Figure 9. Convergence characteristics curves 

 

Furthermore, the comparison of the performance obtained using the solutions proposed by the individuals of the 

first population and the evolved population is given in Table 3 in terms of PSNR values. Left-tailed t-tests 

confirmed that the proposed method significantly improved the populations (p<0.01) when the NSA sorting method 

is applied. Only three cases of the experiment with Euclidian distance reported significant improvement in PSNR, 

nevertheless, less than the one with the NSA method. 

C. Comparison with the case of using non-medical images 

The histograms of the preprocessed non-medical test images Lena, Baboon and Pepper had a total of 308, 43 and 

260 clusters, respectively. The Baboon image had fewer zero-bins than others with 85 zero-bins; on the other hand, 

only 65 percent of them could be included in the pairing procedure. Of the 424 zero bins, only 356 zero-bins were 

encoded in the GA model in the Lena image. After 150 epochs, the mean of the PSNR values of the individuals in 

the evolved populations is increased statistically significant compared to the initial populations for all three non-

medical images, respectively, with a little improvement in the rate observed for the image Baboon. 

D. Time complexity analysis 

To compute T(n), the running time of proposed model for the given Np number of individuals and Ne number of 

epochs as inputs into the training procedure, the products of the cost and times of each line in algorithm 1 are added 

together. The cost of each statement is a constant ci , where i indicates the line number of the statement. The running 

time of a statement depends on how many times the statement is repeated rather than the cost of  the statement [18]. 

Lines 2-3 are repeated 𝑛𝑝 times, if 𝑛𝑝 is expressed as 𝑝 times 𝑛 then the first loop of line 2-3 takes a time roughly 

proportional to n.  There is a second loop between lines 6 and 12, which has an inner loop between the line 10 and 

the line 11. By considering 𝑛𝑒 is a constant, the inner loop will be the main determining factor for the time 

complexity.  Thus, based on the complexity analysis of the GA training , the GA model has a running time of O(n). 
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4. Conclusion 

In this study, an evolutionary optimization algorithm  for solving the rate-distortion  trade-off  in  the HS-based 

multiple  reversible  data embedding  algorithm is  proposed.   For  this  purpose,  a  specially designed  genetic 

algorithm is proposed to determine the optimal pair of peak and zero bins for structural magnetic resonance imaging 

images. The chromosome encoding approach of the proposed GA model is inspired by the histogram characteristics 

of MR images. The proposed algorithm has been evaluated using a set of T1-weighted magnetic resonance images. 

The mean PSNR value of all individuals in the population after training with the proposed NSA-based GA 

procedure was statistically significantly increased up to 99.82. Experimental results show that the proposed 

algorithm yields higher quality embedded images without sacrificing embedding capacity in the field of medical 

imaging. 
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 Mechanical Properties of Thermoplastic Filament Stitched Carbon Fiber Reinforced 

Composites  

 

  
 

Abstract 

In recent years, the use of composites has attracted great interest in both academia and 

industry, especially due to their lightness and mechanical properties. In this study, 

acrylonitrile butadiene styrene (ABS), poly(ethylene-co-methacrylic) acid (EMAA) and 

ethylene vinyl acetate (EVA) filaments were produced in a single screw extruder. The 

produced filaments were integrated into composite materials by stitching method, and then, 

the mechanical properties of the filaments and composites were investigated. According to 

the tensile test results, it is concluded that the stitching process affects the mechanical 

properties of the composite material.   

The strength of the composite material produced with EVA filament with a maximum 

diameter of 1mm increased by 23%. Apart from these, the composite materials produced with 

1mm ABS and 0.6mm and 0.8mm EMAA filaments increased by an average of 15%. There 

was no significant change in the elongation of the composite material produced with 0.6mm, 

0.8mm, and 1mm diameter filaments. The elongation of the composite material produced 

with only 1mm diameter ABS filament increased by 12%. The elongation values of the 

composite material prepared with 0.6mm diameter EMAA and EVA polymers decreased  also 

by 15%. 
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1. Introduction 

 
Fibre-reinforced polymer composites (FRPCs) are preferable in many areas due to their promising mechanical 

properties, such as high specific strength, high specific modulus, good fatigue resistance, high damage tolerance, and 

excellent processability [1–3]. For example, using carbon fibre-reinforced polymers (CFRPs), instead of metal in 

automotive, can result in a weight reduction of up to 15%. This feature has been proven to improve the fuel efficiency 

of vehicles [4]. FRPCs are mostly formed by overlapping fibre reinforcements or prepreg layers under the heat and 

pressure to form a complex three-dimensional network structure [5]. In addition, thermoplastic additives, such as 

particles, filaments, nanoflakes or nanotubes affecting the material properties, can be applied with different techniques 

to obtain improved properties in the composite materials [6]. 

The through-the-thickness stitching method with filament increases high in-plane strength, interlaminar fracture 

toughness, impact damage tolerance, [7] and tensile strength of composite materials [8–10]. It also has a higher resistance 

to delamination cracking under low energy, high energy, dynamic loading, and ballistic effects [11,12]. However, they 

suffer from damage by delamination cracking when the stitching needle passes through the prepreg tape or fabric, a gap 

is formed in the area, and the fibres are separated from each other. The type and structure of the stitch are the most 

important parameters affecting the composite performance. Four different types of stitches are applied: lock stitch, 

modified lock stitch, chain stitch, and double lock stitch [13,14]. While conventional lock stitches are used in the fabric 

industry, other stitch types are frequently used in the composite industry [13]. 

To develop stitched composites, the poly(ethylene-co-methacrylic) acid (EMAA) and ethylene vinyl acetate (EVA) and 

acrylonitrile butadiene styrene (ABS) polymers can be chosen because of their properties. EMAA is a hard, light, easily 

workable, thermoplastic polymer without the need for plasticizers. It also has applications in composite materials due to 

its low melting point, toughness, and high melt flow index. The most important feature is that it is an effective agent 

because it contains functional groups that are chemically reactive with the amine groups in the epoxy [15–22].  

EVA is a transparent, high mechanical strength, flexible, rubbery thermoplastic copolymer. In addition, its structure 

consists of varying amounts of vinyl acetate (VA) and ethylene. Its crystallinity, melting point, and hardness depend on 

the VA content in its structure. Generally, the VA rate varies between 1-40%. As the VA content increases, its 

crystallinity decreases, so the melting temperature (Tm) decreases. It becomes softer and more elastic. Impact resistance 

and tear resistance increase. The glass transition temperature (Tg) in EVA is not affected by the VA ratio and is between 

(-35) and (-25).  The EVA is a  well-known adhesive and has a very low viscosity [23,24].  

ABS is an opaque, amorphous polymer. It is one of the important engineering plastics consisting of the polymerization 

of styrene, acrylonitrile, and butadiene monomers. Each monomer in its structure has different properties. Acrylonitrile, 

heat and chemical resistance, long-term thermal stability, and toughness; Butadiene, impact resistance and maintaining 

its properties at low temperature; Styrene provides hardness, surface gloss, and easy workability [25]. Also, ABS has a 

pendant functionality from maleic anhydride and cyanate groups which may have been capable of interacting with the 

epoxy resin with the aromatic pendant group [14,26–28]  
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According to the literature review, there is no similar study with EVA and ABS filaments. The stitching method with 

EMAA filaments has been studied, but its mechanical properties has not been studied sufficiently. 

Therefore, the aim of this study is to produce filaments with 0.6mm, 0.8mm, and 1mm diameters from EMAA, EVA, 

and ABS polymers and use them to stitch the prepregs to improve the mechanical properties. In order to measure the 

mechanical properties, tensile and flexural tests were performed both on the stitched and un-stitched composites.  

2. Material and Methods 

In this study, EMAA, ABS, and EVA polymers which are suitable for injection method were preferred. The EMAA 

polymer has a density of 0.94 g/cm3, MFI value was 395 g/10 min, and trade name Nucrel® 2940 was obtained from 

DuPont. ABS polymer has a density of 1.02 g/cm3, MFI has a value of 12g/20min, trade name ABS HI100. EVA 

polymer, vinyl acetate content has a 19%, has a density of 0.941g/cm3 and has a MFI value of 2.5 g/10min and trade 

name Greenfleks ML 50 was purchased from RESINEX. The composite materials used in this study were fabricated by 

unidirectional carbon fibre-epoxy prepreg (VTM 264) was supplied by SPM Prepreg System.  

2.1. Preparation of Thermoplastic Filaments 

Extrusion Line (Polmak Plastik/Lab Extruder) 18MM device was used for filament production. In this study, the effects 

of two different parameters on the filaments were investigated as shown in Table 1. In the article, EMAA, EVA, and 

ABS filaments with diameters of 0.6 mm, 0.8 mm, and 1 mm were produced using the optimum parameters. 

Table 1. Extrusion parameters of filaments 

 

Filament 

Code 

 

Extrusion rate (r/min) 

 

Extrusion traction rate 

(r/min) 

ABS06 2.5 8 

ABS08 4 7.5 

ABS1 4.5 4.6 

      

EVA06 3.5 10 

EVA08 5 7 

EVA1 5.5 5.1 

      

EMAA06 3.5 6 

EMAA08 5 6.5 

EMAA1 7.5 
 

 

2.2. Fabrication of Unstitched and Stitched Composites 

The carbon fibre/epoxy composite prepreg was stitched manually in the thickness direction with EMAA, ABS, and EVA 

filaments, respectively. The demonstration of the stitched structure is shown in Fig.1. In the process, the stitch density 
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was 1.0 stitch/cm2. The unstitched and stitched composites were hot press cured at 120°C under 0.05 MPa. Subsequently, 

all composite materials were post-cured in an air-circulated oven for 40 minutes at 150°C under 0.05 MPa [29].  In the 

stitching process, the process was easier as the EMAA and EVA filaments are very flexible and was more difficult 

because the ABS filament is hard. 

 

Figure 1. The demonstration of the stitches in the carbon fibre–epoxy composite 

2.3. Characterization 

The tensile strength, elastic modulus, yield strength and tensile strength tests of the filaments were performed with 

reference to ASTM D3822/D3822M-14 standard. The length of the filaments prepared in accordance with the standard 

is 150mm [30] . 

In order to measure the tensile strength and tensile modulus of elasticity of the composite materials, tensile tests were 

carried out according to the ASTM D 3039/D 3039M-00 standard. Composite materials were prepared as 25mm in 

width, 250 mm in length, and 2.5mm in thickness in accordance with the standard [31]. For each composite type, at least 

five samples were tested. Tensile tests of composite materials were carried out in accordance with the standards at 2 

mm/min [30,31]. 

The flexural strength of the composites produced were tested in accordance with ASTM D 7264/D 7264M-07 standard. 

The width of the samples prepared in accordance with the ASTM D 7264/D 7264M-07 standard was 13 mm, and the 

thickness/gap ratio was taken as 1/32 [32]. 

3.  Results and Discussion 

3.1. Tensile Test Results of Filaments 

As seen in table 2, the tensile stress of the 0.6 mm diameter EMAA filament is 25.21 MPa. The strength of the 0.8mm 

and 1.0mm diameter filaments decreased by 4% and 2%, respectively. Test results showed that filament diameters did 

not have a serious effect on strength [33]. 
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The tensile strength of the 0.6 mm diameter EVA filament is 33.73 MPa. According to the test results, it was observed 

that as the diameter of the filaments increased, the strength increased by more than 30%. 

The tensile strength of the 0.6 mm diameter ABS filament is 19.84 MPa. The strength of 0.8mm and 1.0mm diameter 

filaments increased by 70%. According to the results, there was a significant increase in mechanical values as the 

diameter increased for ABS [34,35]. 

Table 2. Stress-strain values obtained as a result of tensile tests of filaments 

Material type 
Filament 

diameters 

Stress 

(MPa) 

Standard 

deviation 

Strain 

(%) 

Standard 

deviation 

EMAA 

0.6 25.51 0.84 139.36 3.96 

0.8 24.23 0.39 329.4 14.16 

1 22.66 0.18 200.39 4.55 

EVA 

0.6 33.73 1.44 163.03 27.32 

0.8 21.05 1.28 146.96 17.29 

1 24.07 0.43 408.22 33.08 

ABS 

0.6 19.84 4.21 16.93 2.32 

0.8 33.59 0.46 47.35 23.12 

1 33.97 0.33 16.45 2.05 

 

3.2. Tensile Test Results of Composites 

As seen in Fig. 3, the tensile strength of the unstitched composite is 368 MPa. The strength of the stitched composite 

material prepared with 1 mm diameter ABS filament increased by 14%. The strength of composite materials produced 

with 0.6 mm and 0.8 mm diameter filaments decreased by 41% and 36%, respectively. When the chemical structure of 

ABS is examined, it contains unsaturated hydrocarbon and nitrile groups that react with epoxy groups. ABS has a high 

melting point. In this study, the process temperature was approximately 150°C, and ABS could not completely melt in 

the composite material, and it could not spread between the layers because its viscosity was too dense. For this reason, 

although ABS has functional groups that will react with the epoxy matrix, it has not been found to have an effect on the 

tensile strength since it  cannot come into contact with the sufficient surface [36,37]. As a result, its strength decreased. 

As shown in Fig. 2 , the strength of the stitched composite material produced with EMAA filament with 0.6 mm and 0.8 

mm diameters increased by 16% and 7%, respectively. The strength of the composite material produced with the filament 

used with a diameter of 1mm decreased by 6%.  The test results reveal that the filament diameter did not have a great 

effect on the tensile strength. EMAA contains functional groups that are chemically reactive with amine groups in epoxy. 

As a result of the reaction, water is released, and the resulting water creates vapor pressure in the temperature 

environment. With this high pressure, EMAA spreads easily between the layers. As the diffusion of EMAA between 

layers increased, its chemical reaction amount with the epoxy matrix increased. [17,38,39].  Therefore, there was no 

significant change in the strength properties depending on the filament diameter.  

The strength of stitched composite materials produced with 1 mm diameter EVA filaments increased by 23%, as shown 

in Fig. 2. The strength of composite materials produced with EVA filaments used in 0.6mm and 0.8mm diameters 

decreased by 7% and 16%, respectively. The composite manufacturing process temperature is above the EVA melting 
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temperature. EVA has a very low viscosity compared to EMAA and ABS and shows adhesive feature [40–42]. 

Therefore, the 1 mm diameter filament caused an increase in strength in the stitched composite. 

 

 

Figure 2. Stress-strain curves of composite materials produced with different filament diameters 

 

3.3. Flexural Test Results of Composites 

A three-point bending test was performed according to ASTM D 7264/D 7264M-07 test standards on both stitched and 

unstitched composites produced with filaments using different types and diameters. In this test, the specimen is in a 

support opening, and the load is applied to the midpoint by the loading nose [43]. 

As seen in Fig.  3, the flexural strength of the unstitched composite is 167.81 MPa. As shown in Fig. 3, the strength of 

the stitched composite material produced with ABS filament with a diameter of 0.8mm and 1mm increased by 119% 

and 147%, respectively, while the strength of the composite produced with a diameter of 0.6mm diameter decreased by 

15%. No significant change was observed in the elongation of composite materials produced with filaments of 0.6mm 

and 0.8mm diameters. However, the elongation of the composite material produced with a 1mm diameter filament rose 

12%, and the material became more ductile. 

As shown in Fig. 3., the strength of the stitched composite material produced with EVA filament with a diameter of 

0.6mm, 0.8mm, and 1mm increased by 140%, 129%, and 67%, respectively, No significant change was observed in the 

elongation of all composite materials. Only, elongation of the composite material produced with 0.6mm  and 1mm 

diameter filament decreased 15% and 20%, respectively, and a more brittle structure was formed in the materials. 
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According to the results of the composite material prepared with EMAA filament, the strength of the composite material 

produced with 0.6 mm, 0.8 mm, and 1 mm diameter EMAA filament increased by 116%, 145%, and 109%, respectively. 

According to the elongation result, there was a 35% reduction in the elongation rate of the composite material produced 

with only 0.6mm diameter filament, and the material reached a more brittle structure. There was no significant change 

in the elongation of the composite material produced with 0.8mm and 1mm diameter filaments.  

When the flexural and tensile test results are examined, it has been proven that all results are in parallel with the results 

of the tensile test of the filaments. 

 

 

 

Figure 3. The variation of the stress(a) strain(b) graphs obtained as a result of the three-point bending test of the composite materials 

prepared with ABS, EMAA, and EVA filaments according to the filament diameter  
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4. Conclusion 

In this paper, the effects of using EMAA, EVA, and ABS filaments in the composite materials with stitching process on 

the some mechanical properties of composites were presented. It has been proven that filaments of different types and 

diameters greatly affect the mechanical properties of the stitched composites. According to the test results, it has been 

concluded that the stitching process reduces the mechanical properties of the composite material. The strength of the 

stitched composite material produced with 1 mm diameter EVA filament increased by 23%. Apart from these, an average 

of 15% increase in tensile strength was achieved in stitched composite materials produced with 1mm ABS, 0.6mm and 

0.8mm EMAA filaments. During the stitching process of the filament, the separation of the fibres from each other, the 

formation of resin-rich regions, porosity, fibre breakage, and the formation of cracks between the resin may have caused 

these results [10,44,45]; the decrease in the tensile strength of the composites. According to the 3-point bending test 

results, it has been found out that the stitching process increased the flexural mechanical properties of the composite 

material. There was no significant change in the elongation of the composite material produced with different type and 

diameter of filaments. The elongation of the composite material produced with only 1mm diameter ABS filament 

increased by 12%. The elongation values of the composite material prepared with 0.6mm diameter EMAA and EVA 

polymers also decreased by 15%. 
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Abstract 
 
Until today, various approaches have been proposed in order to create Augmented Reality 

(AR) environment where virtual-real integration takes place. One of these approaches is 

vision-based model, and it is divided into two branches as Marker-Based Augmented Reality 

(MBAR) and Markerless Augmented Reality (MAR). In the use of MBAR model, a reference 

image is introduced to the system before, and when this image enters the camera view, an AR 

environment is created. However, in MAR model, no image is introduced to the system 

before. Instead, it uses natural characteristics present in the image, such as edges, corners, 

and geometrical shapes to create an AR environment. In order to use MAR model, it is 

necessary to use algorithms which require high processing power and memory capacity. 

Within the scope of this study, MAR model was chosen as reference and an evaluation on 

combinations of descriptive extractors (such as ORB, SIFT, and SURF) and matchers (such 

as Bruteforce, Bruteforce-Hamming, and Flannbase) was presented. In this context, it was 

aimed that we could obtain knowledge about i) the number of key points and detection time 

with the use of different descriptor extractors, and ii) the number of matching key points and 

the amount of positional deviation of a virtual object placed on a real world scene with the 

use of different matchers. In line with this goal, analyses were made, using different image 

scales and brightness levels on both PC and mobile platforms. Results showed that, for both 

platforms, combinations using ORB method could work faster with less deviation than the 

combinations using other methods in all conditions. In addition, RANSAC algorithm was 

also used to reduce the total mean deviation ratio, and it was seen that the rate could be 

reduced from 70% to 4.5%.. 

 

Keywords: Augmented reality, Markerless augmented reality, Performance analysis, ORB,   

SIFT, SURF.  
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1. Introduction 

Rapid advances in technology has brought innovations to our daily life. Augmented Reality (AR) is one of the 

leading ones among these innovations. AR technology is based on enriching the virtual environment by adding 

virtual objects on existing real world assets. While Azuma [1] defines AR concept as overlapping real and virtual 

data, providing a simultaneous interaction between the enriched environment and the user, Milgram et al. [2] state 

that AR concept emerges in the part where real environment starts to become virtual. With the help of AR 

technology built on the real world, 2D or 3D objects created in the virtual environment can be placed on real images, 

thus adding the feeling of being a part of the real world to the perception of the user [3, 4]. 

Supporting the content with 3D data with the help of AR technology has enabled this technology to be used in 

many areas, especially in the field of education. Research carried out within the scope of this study shows that old-

fashion teaching techniques may be insufficient for these young people due to the fact that Generation Z grows 

together with technology. Especially, the increase in the preference of mobile devices, such as tablets and smart 

phones, has provided these devices to enter the field of education and resulted in the emergence of the concept of 

mobile learning. Keskin et al. [5] stated that efficiency in the education process will increase thanks to the fact that 

students can access information practically regardless of time and place by mobile learning. Korucu et al. [6] also 

studied mobile learning technique and stated that positive effects occur in the field of education as the technique 

increases the situations such as supporting personal learning, excitement, curiosity, and the desire to research by 

considering the learning process with a student-centered approach. In another study, Avci et al. [7] used AR 

technology to teach the periodic table, which is one of the basic subjects of chemistry course. They stated that 

students’ interest and curiosity increased by using the developed application due to the possibility of seeing and 

interacting all elements in 3D environment. Uzun et al. [8] developed an AR application to explain human skeletal 

system to children with disabilities. In the application, human anatomy and skeletal system were supported with 

3D visuals, and it was observed that disabled children learned the skeletal system more easily. In the light of this 

finding, by examining the studies in the field of education, it can be seen that AR technology has much to add to 

mobile learning process. 

Especially with the arrival of Generation Z, use of mobile devices, such as tablets and phones, has increased. The 

ease of using these devices, the possibility of performing operations with voice commands, and the increasing usage 

ratio among children have accelerated the integration of AR technology to mobile platforms. At the same time, 

having sensors such as GPS, accelerometer, and compass, mobile devices have gained many advantages in location-

based AR model [9]. AR environment can easily be created by processing the data gathered from sensors. The most 

frequently used application in this area has been Wikitude AR [10–12]. 

Apart from location-based AR technology, there are AR types such as projection-based, superimization-based, and 

vision-based. In vision-based AR applications, images or frames of a video shot by a camera are processed. By 

using feature extraction methods, coordinate data of the reference object in the image is tracked, and 2D or 3D 

objects are virtually positioned over this reference object. Vision-based AR technology is divided into two as 

Marked-Based AR (MBAR) and Markerless AR (MAR). 

In order to ensure real&virtual integration with MBAR applications, a marker must be introduced to the system 

beforehand. When the marker gets into the view of the camera of the device, application becomes active and AR 
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environment gets created. In the use of the MBAR model, video stream taken from the camera is separated into 

frame,s and a previously introduced marker is searched in each frame. The search continues till the marker gets 

found in a frame; at this point, a virtual object is positioned on the real-world coordinate of the marker in the frame. 

Finally, AR environment is created by integrating virtual reality. 

When examining applications of AR technology in the field of education, we can see that MBAR model has a wide 

usage. However, due to its dependence on defining and using of a specific marker, it lacks potential of what?. In 

order to eliminate this disadvantage, MAR model, which provides environment and marker independence, can be 

preferred. In this model, natural targets in the image are used as reference instead of introducing a marker to the 

system beforehand. However, in order to create an AR environment using natural targets, feature detection, 

extraction and matching algorithms which require high processing power and memory capacity should be used in 

the background. This model is disadvantageous for mobile devices with low memory capacity and processing 

power. On the other hand, with proper choices on parameters, fore-mentioned algorithms can be efficiently used 

on mobile platforms. 

Within the scope of this study, the aim was to create an AR environment by using MAR model, which provides 

independence from the environment and the marker. For this purpose, analyses were made on PC and mobile 

platforms with various combinations of feature extraction and matching algorithms on video images with different 

brightness, scale, and color levels.  During this process, i) the number of key points in the source image, ii) the 

detection time of key points, iii) the number of matching key points and the required time for matching between 

consecutive frames, and iv) the amount of positional deviation of the repositioned virtual object depending on the 

key points were all examined. Performance measurements were achieved, and the most appropriate algorithm 

combination was selected along with proper parameters. In the second, third, and fourth sections of this study, 

materials and methods used in the study are clearly explained, experiments along with results are presented, and 

discussion on the results are given, respectively. 

2. Material and Method 

In order for the video frames used in the AR environment to get recognized and associated in the digital 

environment, there is a need to determine the descriptors, such as key points, and extract the feature vectors, which 

are accepted as the digital signature of these descriptors. Generally, detection operations are performed, using 

natural descriptors such as edges, corners, and geometric shapes in video frames. Once these descriptors are found, 

feature vectors, which are considered as the digital signature of the image that enables what? It is not clear. Will 

you please write the noun instead of the pronoun here? to be used in the virtual environment, are obtained by using 

feature extraction methods. 

There are various methods proposed for this purpose in the literature. Within the scope of this study, Oriented 

FAST and Rotated BRIEF (ORB), Scale-Invariant Feature Transform (SIFT), and Speeded-Up Robust Features 

(SURF) key point detection and feature extraction methods were employed. Also, at the matching phase, 

Bruteforce, Bruteforce-Hamming, and Flannbase matchers were used to match points detected in consecutive 

frames. In this section, these methods are briefly mentioned. 
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2.1. Key point Detection and Feature Extraction 

2.1.1. Scale-Invariant Feature Transform (SIFT) 

SIFT, by David Lowe [13], is an algorithm that basically consists of four steps which enable detection of key points 

on images and extraction of corresponding feature vectors. In the use of the algorithm, first of all, a Gaussian filter 

is applied to different scales of the pattern and appropriate key points are determined (Figure 1) [13, 14]. 

 

Figure 1. Using DoG at different scales [13]. 

Not all identified key points are stable. For this reason, locations of stable key points are determined by eliminating 

unstable and low-contrast points by using a quadratic Taylor series in Difference of Gaussians (DoG) space. A 

direction is assigned to each key point so that it is not affected by the rotation effect. In order not to get affected by 

other changes, a 16×16 pixel-size window is created for each key point, having the key point in the center. Then, 

16 sub-windows of 4×4 size are obtained from this window; gradients are calculated for each sub-window and 

stored in histograms of 8 parts. By this way, 128 feature vectors having stable descriptors are extracted. SIFT 

algorithm is resistant to changes in rotation, scale, illumination, and perspective transformations in the image area 

thanks to the steps performed [13]. However, the use of this algorithm requires high computing power and memory 

sources. For this reason, this algorithm might be inefficient in smart mobile devices with insufficient memory 

capacity and processing power. 

2.1.2. Speeded-Up Robust Features (SURF) 

In 2006, Bay et al. [15] proposed SURF algorithm that is based on integral images and Hessian matrix as an 

alternative to SIFT. Similar to SIFT algorithm, SURF is resistant to changes in scale and rotation; however, it 

requires less computation time for key point detection and feature extraction stages as compared to SIFT. Instead 

of DoG method used in SIFT, box filtering method is used in SURF algorithm. In DoG method, an iterative scaling 

technique is used that is the result of the previous scaling is expected so that the next scaling can be performed. 

However, in the box filtering method, candidate key points are determined by performing different scaling 

operations directly on the original image instead of iterative scaling. All candidate key points are determined by 

using the determinant of the Hessian matrix in the current scale space, and in order to eliminate unstable candidates, 

the “suppress the weak one” approach is used at each scale close to 3×3×3 (Figure 2). In this approach, each 
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candidate key point in the center is compared with a total of 26 neighboring candidate key points in all 3 scales, 

and if the current value of the candidate is low, it gets eliminated [16]. 

 

Figure 2. SURF keypoint detection [16]. 

 

 

 

 

Figure 3. Haar wavelet model [16]. 

 

In SURF algorithm, a pair of Haar wavelets, shown in Figure 3, is used for x and y directions on the input image 

in order to increase stability of the feature vector extraction process and reduce computation time. In this model, 

for each key point, a neighborhood of size 20S×20S with the key point in the center is created where S is the scale 

level. This area is then divided into sub-regions of 4×4. By applying Haar wavelets to these sub-regions, wavelet 

responses dx and dy values on x and y directions are obtained, respectively. Then, in order to be sensitive to rotation, 

wavelet responses are weighted by 2S Gauss, and sum of the absolute values of dx and dy values are found (Figure 

4). Thus, the quadruple (VSURF) shown in Equation 1 is obtained for each 4×4 sub-region. A combination of all 

quadruples forms the final feature descriptive vector [16, 17]. 

𝑉𝑆𝑈𝑅𝐹 = (∑𝑑𝑥 , ∑ 𝑑𝑦 , ∑|𝑑𝑥| , ∑|𝑑𝑦|)                 (1) 
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Figure 4. Descriptive component diagram [16]. 

 

2.1.3. Oriented FAST and Rotated BRIEF (ORB) 

ORB is yet another key point detection and feature extraction algorithm based on FAST [18] and BRIEF [19] 

algorithms. It was developed by Rublee et al. [20] as an alternative to SIFT and SURF algorithms. ORB gains scale 

invariance by using the scale pyramid. For each scale, key points are determined by using FAST, and top N key 

points are quickly found by using the Harris corner metric. FAST has no orientation feature. To overcome this 

problem, ORB uses “Center of Gravity” method. In order to obtain the orientation vector, density centroid of the 

corners (C) is calculated by using Equation 2 where I is the image itself [21]. 

mpq= ∑ xp
∀ x, y yqI(x,y),  C = (

m10

m00
,

m01

m00
)                 (2) 

After that, an OC⃗⃗⃗⃗⃗⃗  vector is obtained from point C to point O, which is the geometric center of the vertices. Using 

Equation 3, direction of this vector is determined by finding the angle θ between points O and C. Thus, ORB gains 

the feature of orientation. 

θ = arctan (
m01

m10
)                   (3) 

BRIEF, which is another component of ORB, does not provide good results in terms of rotation. To overcome this 

problem, a randomly chosen pixel dataset around each key point is formed. By applying an intensity-based binary 

test to all pixel pairs in this dataset, a new matrix P containing binary test results is obtained. Then, for orientation 

angle θ, rotation matrix Rθ (Equation 4) is calculated and used in Equation 5, to find the oriented matrix Pθ              

[19, 20]. 

Rθ= [
cos θ - sin θ

sin θ cos θ
]                   (4) 

Pθ= Rθ.P                    (5) 

 

2.2. Descriptor Matching 

Matching phase is the next step that should be applied after key point detection and feature extraction in order to 

create an AR environment. In this phase, descriptor matchers such as Bruteforce, Bruteforce-Hamming, and 

FLANN-based matching [22, 23] are used to determine the correspondence between descriptors in different 

perspectives of a particular object. By this way, it is ensured that operations of great importance such as detection 
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and tracking of the object are carried out. The main idea behind these matchers is based on K-Nearest Neighbors 

algorithm which finds top K-nearest neighbors (in query image) of each descriptor from the reference image. 

However, the proximity values detected between two images may be erroneous due to noise. In order to prevent 

this error and provide a stable matching process, usually a screening system based on a predetermined threshold is 

used. In this system, a metric which is defined as the ratio of distance between closest pairs to distance between 

second closest pairs shows whether the match is correct or not. If this ratio is less than the threshold, it is considered 

as an acceptable match; otherwise, the next pair is evaluated. 

 

2.3. Random Sample Consensus (RANSAC) 

RANSAC algorithm was developed by Fischler and Bolles [24] to predict a strong and successful model from the 

dataset by eliminating outliers according to the input data. Matches found by using descriptor matching methods 

are not always expected to be reliable due to the noise in the image. Therefore, by using the RANSAC method, 

whose steps are given in Algorithm 1, this handicap can be eliminated and most accurate matches can be obtained, 

allowing a stable homograph estimation [25–27]. 

Algorithm 1: Steps of RANSAC algorithm. 

1- S samples are randomly chosen from the dataset X consisting of correct matches, and the model parameter 

is determined according to selected samples. 

2- Points within a specified threshold value t are assigned to the model parameter and the dataset Xi is 

determined according to these assigned values. The dataset Xi is the consensus of the sample data. 

3- If the size of Xi is greater than threshold t, then, the model is re-estimated by using all points in Xi and 

the process is finished. 

4- If the size of Xi is less than threshold t, again, S samples are randomly chosen from dataset X and previous 

steps are repeated. 

5- After N trials, the largest consensus set Xi is selected, and the model is recreated by using all points in 

the Xi dataset. 

 

3. Results and Discussion 

Numerical data associated with the figures in this section can be found at https://github.com/akmancrn/article-

graphics-results. 

AR assisted education is one of the common application fields of AR technology and is chosen as the subject of 

this study. By the literature review, it was seen that majority of the applications developed for this area is based on 

MBAR, which relies on a predefined specific marker. However, relying on such a marker restricts the practicality 

of applications. Because of this disadvantage, MAR, which accepts natural features in the view as reference and 

provides environment and marker independence, is studied instead.  

MAR model, as mentioned in the previous sections, is composed of key point detection, feature extraction, and 

matching processes. These processes of MAR use algorithms which require high computation power and memory 

resource. In order to compensate these needs and create a stable AR environment, tests were performed on both PC 
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and mobile platforms with reasonable sources. PC platform had a 6-cores CPU running at 4.50GHz, and 16GB 

RAM while the mobile platform had a 4-cores CPU running at 2.0GHz, and 2GB RAM. 

In order to create an AR environment on mentioned platforms, a 433-frames long video with the resolution of 

1280×800 pixels were shot using the mobile platform. The first frame was selected as the reference image, and the 

remaining 432 frames were accepted as query images. These images were processed with key point detection and 

feature extraction algorithms such as ORB, SIFT, and SURF under different brightness (Figure 5), and scaling 

conditions, both on mobile and PC platforms. After that, the performance of these algorithms was compared by 

using test results obtained from all query images. 

 

 

(a) Normal brightness level.   (b) 100% increased brightness level. 

Figure 5. Different brightness levels of the sample video. 

 

First of all, average runtimes on PC platform (average of runs at 10 different times) for different scaling levels of 

the query images were examined. In the examination, current brightness level was kept constant (normal 

brightness). 

 

 

Figure 6. Average runtimes at normal brightness level on PC platform. 

 

Figure 6 shows runtimes of various combinations of detection, extraction, and matching algorithms on PC platform 

for four different scaling levels when the brightness is kept at normal level. It can be clearly seen that ORB-based 

combinations were the fastest and SIFT-based combinations were the slowest ones in terms of running time. 
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When the brightness level was increased by 100%, average runtimes (average of 10 different runs) of various 

combinations of detection, extraction, and matching algorithms on PC platform for four different scaling levels 

were found as shown in Figure 7. 

 

 

 

Figure 7. Average runtimes at 100% increased brightness level on PC platform. 

 

As seen in Figure 7 as well, ORB-based combinations were the fastest and SIFT-based combinations were the 

slowest ones when there was a 100% increase in brightness level. Compared to Figure 6, a negligible increase in 

average runtimes was observed when the brightness level was increased. 

In a similar fashion, Figure 8 and 9 show average runtimes of combinations of detection, extraction, and matching 

algorithms on mobile platform, under normal and 100% increased brightness levels, respectively. 

 

 

 

Figure 8. Average runtimes at normal brightness level on mobile platform. 
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Figure 9. Average runtimes at 100% increased brightness level on mobile platform. 

 

As similar to the previous results, ORB-based combinations were the fastest and SIFT-based combinations were 

the slowest ones under different brightness levels on mobile platform. However, considering average runtimes, it 

was observed that the time spent on mobile platform was much higher than the time spent on PC platform. 

Considering the figures, it is obvious that runtimes can be reduced by decreasing the scaling level, which is an 

advantage for mobile platforms. 

Key point detection and feature extraction processes directly affect average runtime (average of 10 different runs). 

For normal brightness (NP) and increased brightness (AP) levels, average detection times of all key points on the 

PC platform are given in Figure 10. 

 

 

Figure 10. Average keypoint detection times under NP/AP conditions on PC platform. 

 

When average key point detection times for both platforms were examined, it was observed that the process was 

completed at the slowest pace by using SIFT and fastest using ORB. Test runs were also performed on mobile 

platform. It was observed that the application on mobile platform runs 13 times slower than the one on PC platform. 

However, ratios of runtimes of algorithms remained the same. 
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Another factor affecting the total runtime is feature extraction process. For PC and mobile platforms, average times 

to extract the feature vector at normal brightness and increased brightness levels are given in Figure 11 and Figure 

12, respectively. Examining the figures, it was observed that feature extraction process was again completed,at the 

slowest pace by using SIFT and at the fastest pace by using ORB. 

 

 

 

Figure 11. Feature extraction times under NP/AP conditions on PC platform. 

 

 

Figure 12. Feature extraction times under NP/AP conditions on mobile platform. 

 

Number of key points obtained from all query images at normal brightness level was the same for both platforms,as 

shown in Figure 13. The same conclusion can be made for the increased brightness level, the results of which are 

given in Figure 14. In terms of the number of key points, it was seen that SURF detected the most while ORB 

detected the least. Figure 10 reveals that, SIFT was the slowest algorithm, while SURF detected more key points 

than any other algorithms. This shows that box filtering approach used in SURF is more advantageous than 

Gaussian filtering approach used in SIFT. Similar results have been reported in studies in the literature [29-30]. 
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Figure 13. Number of key points at normal brightness level on PC/mobile platform. 

 

 

Figure 14. Number of key points at increased brightness level on PC/mobile platform. 

 

Increasing the brightness level at all scaling levels for mobile platform and at 25%, 50% scaling levels for PC 

platform reduced the average runtime. However, increasing the brightness level at 75%, 100% scaling levels on PC 

platform also resulted in an increase in the average runtime (Figure 7). While the increase and decrease in runtimes 

were negligible, it is not possible to reach the same conclusion for the number of key points. When the brightness 

level was increased, the number of detected key points decreased to a level that could not be neglected (Figure 13 

vs. Figure 14). Thus, it can be seen that, although increasing the brightness level may seem advantageous in terms 

of operating time, this may be a disadvantage in terms of the detected key points, causing loss of valuable data. 

This is a trade of for mobile platforms. 

Following the key point detection and feature extraction steps, matching methods are used for scene tracking. For 

this step, Bruteforce, Bruteforce-Hamming, and Flannbase matchers were used together with K-Nearest Neighbors 

(KNN) algorithm. Using this algorithm, each descriptor (Q) in the query image is matched with the two nearest 

neighbor descriptors (R1 and R2) in the reference image. By this way, images obtained from the sample video were 
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compared with the reference image, and the matching process was completed. However, detected matches were 

not entirely correct. Therefore, the distance between matching descriptors was compared to a preselected threshold 

value. Considering the present studies in literature, this value is generally chosen as 0.8 [28]. In the calculation 

process, if the distance between Q and R1 was less than threshold × the distance between Q and R2, then, Q-R1 

pair was accepted as a correct matching pair represented by GM (Good Matches). However, all GM were still not 

reliable due to the noise in images. At this point, in order to overcome the problem, researchers have shown that 

absolute correct matches can be detected by using RANSAC algorithm [29-30]. Thus, in this study, RANSAC 

algorithm was used to make a more accurate homograph estimation. The most accurate matching pairs obtained by 

using RANSAC are expressed by RGM (RANSAC Good Matches). For both brightness levels,the  number of 

matches obtained in all cases (TM: Total matches, GM: Good Matches, RGM: RANSAC based Good Matches) 

are given in Figures 15, 16, and 17. Figure 15 shows results for 100% and 75% scaling levels, Figure 16 shows 

results for 50% scaling level, and Figure 17 shows results for 25% scaling level. 

 

 

 

(a) Normal brightness. 

 

(b) Increased brightness. 

 

Figure 15. Number of matches for 100% and 75% scales on both platforms. 

(a): Normal brightness, (b): Increased brightness 
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(a) Normal brightness. 

 

(b) Increased brightness. 

 

Figure 16. Number of matches for 50% scale on both platforms. 

          (a): Normal brightness, (b): Increased brightness 

 

 

(a) Normal brightness. 
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(b) Increased brightness. 

Figure 17. Number of matches for 25% scale on both platforms. 

         (a): Normal brightness, (b): Increased brightness 

 

Considering the number of total matches,  matching after SURF gives the highest number of matches while 

matching after ORB gives the lowest. By applying Equations 6 and 7, proportional GM% and proportional RGM% 

rates were also obtained (Figure 18), respectively. These values are the same for both PC and mobile platforms. It 

was observed that GM% was the highest for SIFT-derived descriptors at 100% and 75% scaling levels, and for 

SURF-derived descriptors at 50% and 25% scaling levels. However, when examining RGM%, it was observed that 

RGM% was the highest for ORB-derived descriptors at all scaling levels. This reveals that RANSAC algorithm 

chooses more descriptors derived by ORB than SIFT or SURF. GM% and RGM% rates for the increased brightness 

level are also given in Figure 19. 

GM% = GM/TM * 100         (6) 

RGM% = RGM/GM * 100        (7) 

 

 

Figure 18. Matching rates at normal brightness level. 
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Figure 19.. Matching rates at increased brightness level. 

Another subject of the study is to compare the performance of detection&matching combinations in terms of 

positioning a virtual object. For this purpose, a virtual object was placed in the center of the black circle shown in 

Figure 5 which is the first frame (reference image) of the video. Then, this object was repositioned on following 

432 frames (query images) of the video by using various descriptor&matcher combinations such as OB (ORB 

Bruteforce), OBH (ORB Bruteforce-Hamming), SB (SIFT Bruteforce), SFL (SIFT Flannbase), SFFL (SURF 

Flannbase), and SFB (SURF Bruteforce). At each repositioning step, one might expect to see the virtual object 

maintaining its position in the very center of the black circle; however, this does not happen all the time causing a 

deviation. In order to measure the amount of this deviation, the distance between the new position of the object and 

the center of the circle should be calculated at each repositioning step. For this, the center of the circle in each 

image was determined by using HoughCircle method provided by OpenCV 2.4.11 library. The amount of deviation 

changes depending on the used descriptor&matcher combinations, brightness level, and scaling level (Figure 20).  

 

 

Figure 20. δ value for each scaling level. 

 

By using Equations 8 and 9, pixel-based deviation value (DV) and deviation ratio subject to the image scale (DRS) 

were calculated for each query image, respectively. Afterwards, a total of 10 query images with the lowest and 

highest deviations were determined as outliers and got eliminated. Then, a mean deviation ratio (MDR) over all 

query images was calculated. 

DV =  
√x2+y2

δ
                   (8) 

DRS = DV ∗ 100                  (9) 

The mean deviation ratios at each scaling level were examined separately for both platforms, at normal brightness 

level, and without using RANSAC. For 100% scaling level, it was observed that the highest MDR occurred by 

using SIFT-based descriptor&matcher combinations, while the lowest MDR occurred by using ORB-based 

descriptor&matcher combinations (Figure 21).  
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Matching rates and the number of key points are numerically the same for 75% and 100% scaling levels (see Figures 

13-14, 18-19). However, the resolution obtained as a result of scaling on the image is different. Therefore, MDR 

differs for these two scaling levels. Examining Figure 21, it can be said that the decrease in the scaling level reduced 

the deviation ratio for SURF-based descriptor&matchers while this is not valid for other combinations. On the other 

hand, when the deviation ratio axis is examined, one can see that there are deviations above 100%. This indicates 

that the virtual object deviates too much or even goes off the screen. 

 

 

Figure 21. MDR without RANSAC at normal brightness level on both platforms. 

 

MDR values in Figure 22 were obtained by using RANSAC algorithm at normal brightness level for both platforms. 

Paying attention to the deviation ratio axis, one can see that the virtual object remained on the screen for all 

descriptor&matcher combinations at all scaling levels, even if it deviated from the position it should be. It is 

observed that, for all combinations, there is less deviation when using the original 100% scaling level and more 

deviation at 25% scaling level. 

 

 

Figure 22. MDR with RANSAC at normal brightness level on both platforms. 

Similar tests were done, using the test video with the increased brightness. When the deviation ratio axis in Figure 

23 is examined, without using RANSAC, MDR value is observed to be less than MDR value obtained by using the 

normal brightness level. However, MDR values are mostly above 100%. This indicates that the virtual object 

usually moves on screen and is mostly off-screen. When deviations of all combinations at various scaling levels 

were examined, it was observed that the least deviation occurred in OOB combination at 100% scaling level, and 

the highest deviation occurred in SFSFL combination at 75% scaling level. 
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Figure 23.  MDR without RANSAC at increased brightness level on both platforms. 

 

MDR values in Figure 24 were obtained by using RANSAC algorithm at increased brightness level for both 

platforms. When the deviation ratio axis is examined for all combinations, the virtual object is seen to deviate from 

its intended position but remains on the screen at all scaling levels. It is also observed that the virtual object deviates 

the least at 100% scaling by using OOB combination, and the most at 25% scaling level by using SSFL 

combination. RANSAC algorithm seems to be effective in reducing the deviation and gives more accurate results 

as resolution approaches to its original scale level. 

 

 

Figure 24. MDR with RANSAC at increased brightness level on both platforms. 

 

4. Conclusion 

The comparative analysis of the feature extractors used in this study is compatible with the results of previous 

studies [30-31]. A comparative performance analysis of the combinations of various key point detectors, feature 

extractors, and matcher algorithms at different brightness/scale levels has been made on mobile and PC platforms. 

By using these combinations, key points and corresponding feature vectors in frames of a test video were extracted 

and matched. The time spent extracting and matching the key points, the number of key points detected, the number 

of matches and the amount of deviation of the virtual object added to the image are the main areas of interest of the 

study. 

In key point detection and feature extraction algorithms used in the study, according to the hardware used, 
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brightness level and scale levels, gave various results in outputs such as the number of key points, runtime, and 

match rate. When all the results are examined, the increase in the brightness level is observed to have a reducing 

effect on the number of key points detected and the key point extraction time, but it has no significant effect on the 

amount of deviation. This shows that the increase in the brightness level naturally leads to elimination of weak key 

points. This can be interpreted as an advantage for mobile platforms with low processing power. 

Rather than the reduction in runtime, the most important issue is the match rate in the output, so RANSAC algorithm 

was used to improve stability. With the use of the algorithm, mean deviation ratio was reduced to approximately 

5% for all descriptor&matcher combinations at 100% scaling level. However, when the scale level was reduced to 

a quarter, it was observed that the mean deviation ratio increased approximately four folds. This shows that a MAR 

model that makes use of the aforementioned algorithms will be significantly affected by the image scale. At this 

point, especially for mobile platforms, the use of ORB-based detector & matcher combination with RANSAC may 

be a suitable choice due to the advantages in runtime, key point matching rate, and low deviation ratio. 

As future work, it is aimed to hybridize the current study with deep learning networks used for object recognition. 
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Influence of Bridge Piers on Velocity under Unsteady Flows 

  

  
 

Abstract 

It is reported that every year hundreds of bridges collapse due to the dynamic forces acting 

on the piers, particularly during floods and the scour around the foundations. Since the 

determination of the velocity distribution upstream of the pier is directly related to this 

force, it is important to predict the effect of a presence and diameter of a bridge pier on 

velocity and turbulence parameters. In this study, the time variation of point velocities in 

the stream-wise and vertical direction at a point upstream of a bridge pier was obtained 

under clear-water and unsteady flow conditions. The presence of the bridge pier causes 

the velocity profile to be steeper. The increase in pier diameter decreased the maximum 

stream-wise velocity whereas it increased the vertical velocity in the down flow direction 

particularly near the bed. The turbulence intensity in stream-wise direction increases in 

the rising limb and decreases in the falling limb, more prominently near the bottom. The 

maximum percent reductions in the stream-wise velocities at peak flow were calculated 

as 6% and 11% for the small and big piers, respectively. The reduction in stream-wise 

velocity at peak flow increases with depth especially for the pier with greater diameter.  
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1. Introduction 

 

The collapse of a bridge usually results in a loss of life and property where almost 60% of these failures result from 

scour and other hydraulic-related causes [1]. Especially, after a heavy rainfall inducing a flood flow, the dynamic forces 

acting on the piers increase rapidly which are directly related to the velocity and its vertical distribution [2]. Therefore, 

the stability and structural design of bridges must be obtained from the velocity distribution at the upstream of the pier, 

to predict the drag forces correctly, principally when the velocity is not constant but a function of time. 

 

Since the bridge pier in the flow acts as an obstacle, the flow decelerates as it approaches the pier and it is reduced to 

zero on the upstream side of the pier [3, 4]. The velocity flow field and turbulence parameters in steady flows around 

bridge piers have been investigated by many researchers both experimentally [5, 6] and numerically [7, 8]. Baker[9, 10, 

11] and Yulistiyanto [12] obtained the stream-wise and vertical velocity components, turbulence intensity and vorticity 

for the non-scoured fixed bed base. Melville [13] and Melville and Raudkivi [3] studied the relationship between 

horseshoe vortex and scour hole. Qadar [14] and Sarker [15] studied the flow characteristics around cylindrical piers on 

a scoured bed. Ahmed and Rajaratnam [16] worked on smooth, rough and mobile beds to examine the velocity 

distribution around the circular pier. Istiarto [17], Dey and Raikar [18] and Das et al. [19] have experimentally 

determined the velocity, turbulence intensity, turbulent kinetic energy and bottom shear stress distribution around the 

circular bridge. Unger and Hager [6] used Particle Image Velocimetry (PIV) in their study. Barbhuiya and Dey [20] 

measured the turbulent flow field at a vertical semicircular cylinder with a flat plate attached to the sidewall of a 

rectangular channel and at a wing-wall abutment. Yulistiyanto [4] investigated the velocity field around a cylindrical 

bridge pier in various planes while there is no scour and Istiarto [17] made relevant measurements under equilibrium 

scour. Akib et al. [21] focused on the relationship between scour depth in complex pier groups and combined piles bridge 

and various parameters including the variation of inflow velocity, distance, and time. 

 

In nature, unsteady flows are the most common type of open channel flow. The flow features like average velocity, and 

turbulence intensity. Reynolds stress [22-27], the suspended material [28] and the bed load [29-32] are the issues 

investigated in unsteady flow conditions [33-35].  

 

Studies related to bridge piers under unsteady flow conditions are relatively scarce [36-38], particularly the 

investigations on the velocity and turbulence characteristics in the presence of a bridge pier [39]. To the authors 

knowledge, experimental studies dealing with the velocity variation with time  on the presence of the bridge piers for 

unsteady flow is scarce. Gargari et al. [40] investigated the flow passed a circular pile in gradually-varied unsteady flow. 

Erdog [41] and Erdog et al. [42] investigated the hysterical effects in flow structure behind a finite array of cylinders 

under gradually varying unsteady flow conditions. Therefore, it was decided to conduct an experimental study dealing 

with the velocity variation with time in front of the bridge piers for unsteady flow. In this study, the time variation of 

instantaneous velocity was investigated at clear-water and unsteady flow conditions in a water column in front of the 
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piers. Three cases were taken into consideration namely, without a pier, with a pier having a diameter of 6 cm, and a 

pier with a diameter of 9 cm. The variation of mean and fluctuating components of the velocity and the reduction in 

velocity due to the presence of the pier were calculated and interpreted.  

 

2. Experimental Setup and Procedure 

 

The experiments were conducted in a rectangular recirculating flume of 0.7 m wide (B) and 18 m long, having a slope 

of 0.004 (Fig. 1). The bed was composed of cohesionless sediment with a median diameter d50 = 0.43 mm. The total 

sediment depth was 22 cm and sediment transport was not observed during the experiments. Coarse sediments were 

placed at the bed surface of the first 1.7 m of the flume in order to develop a fully turbulent flow and to prevent the local 

scour at the entrance of the flume [43, 44].  

 

 

       

Figure 1.(a) Scheme of the experimental set-up, (b) piers, (c) location of the Flow Tracker 

 

The flow rate in the flume was adjusted using a pump speed control unit (PSCU). The hydrographs were generated by 

increasing and/or decreasing the revolution rate of the pump as a percentage at desired time increments with this device. 

The advantage of the well-known fact was taken that the pump speed of a pump and the flow rate are directly and linearly 

proportional with each other. 
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Three triangular shaped asymmetrical hydrographs namely U1, U2 and U3 with rising durations of 1.5 min, 4.5 min and 

9 min were generated. The falling duration of all experiments was the same and it was 1 minute.  

The instantaneous point velocities were measured by a side looking ultrasonic instrument (Flow Tracker, Sontek) at x = 

8.94 m where x is the distance from the flume entrance. To obtain the velocity time series at various locations within the 

flow depth, the instrument was first fixed at a specific location above the original sediment bed level and the hydrograph 

was generated and the velocity was measured throughout the duration of the hydrograph. Then the instrument was shifted 

to a neighboring vertical location, the same hydrograph was generated, and another velocity time series related to this 

neighboring point with a different height from the bottom sediment bed is obtained. The hydrograph generation at each 

vertical location is denoted as a run and resulting with a time series particularly for that elevation.  

 

The velocity measurements were realized at the location of the bridge pier prior to its installation. Each experiment 

conducted in the absence of bridge piers was denoted by “a”. This step is aimed at obtaining velocity data of the flow 

unperturbed by the cylinder. The data serve as a reference with which the measured data around the cylinder shall be 

compared. Two circular piers with diameters of b = 6 cm and b = 9 cm were used in the flume located at x = 9 m. The 

experiments with a pier diameter of 6 cm were denoted as “b” and with a pier diameter of 9 cm as “c”. The velocity 

measurements were taken 6 cm upstream of the bridge pier. It was noted that the velocity measurements at points closer 

about 4.5 cm to the pier were not possible. 

 

The variation of approach flow depth with time was measured at (B-b)/2 upstream part of the piers according to Oliveto 

and Hager [45], which was 8.7 m from the entrance by means of an ultrasonic level meter with a precision of 1 mm. The 

flow rate was measured by an electromagnetic flow meter mounted on the pipe for each run and averaged to determine 

the time variation of the flow rate for one experiment. 

 

3. Methodology for Data Treatment 

 

For the treatment of velocity time series in the stream-wise and vertical axis, the following procedure and equations 

were adopted. 

  

The instantaneous point velocities u(t) and w(t) can be decomposed into their time-varying mean values u (t) and w (t), 

and their fluctuating components as u’(t) and w’(t) in longitudinal (x-axes) and vertical (z-axes) directions, respectively, 

as given in Eq. (1.a) and Eq. (1.b). 

)(')()( tututu                                (1.a) 

 

)(')()( twtwtw                               (1.b) 

where (t) denotes the variable as a function of time as for the unsteady flows.  
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The obtained instantaneous point velocity time series u(t) at each vertical location were smoothed by using the moving 

average algorithm to get the time varying mean u (t) and the fluctuating components uʹ(t). The mean value at any instant 

was calculated by taking the average of the previous and proceeding 10 data as in Eq. (2). Same procedure was applied 

to calculate the w (t) and w’(t). 







10

1021

1 n

ni

in uu                                (2) 

 

The turbulence intensity of the stream-wise and vertical velocities are determined by calculating the root-mean-square 

(rms) of the fluctuating component which also has a time varying character. The rms(u) and rms(w) for nth data were 

calculated by taking the mean average of the previous and proceeding 10 data as  
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Reynolds stress,  can be calculated by the equation given below, 

𝝉 = −𝝆𝒖′𝒘′̅̅ ̅̅ ̅̅                                 (4) 

where the u’ and w’ are the fluctuating components,  is the density of water. 

 

4. Experimental Results 

 

For all experiments, the base values of flow depth hbase, flow rate Qbase and mean velocity Vbase were 12.2 cm, 2.1 L/s 

and 2.4 cm/s, respectively. The variation of the flow rate with time is depicted in Fig. 2. Table 1 gives details of the 

experiments in which  Qpeak and hpeak are the peak values of flow rate and flow depth. Time to the peak value of the flow 

rate is denoted by tr Q. Since the same hydrograph is measured for all cases a, b, and c, the peak values of flow rate are 

the same.  

 

 

Figure 2. Variation of flow rate with time. 
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Table 1.The peak values of flow rate and flow depth, time to peak value of flow rate and the unsteadiness parameter. 

Parameter U1 U2 U3 

Qpeak (L/s) 38.2 38.4 39.3 

h peak (cm) 19.5 20.6 20.8 

tr Q (s) 96 273 544 

 0.0049 0.0021 0.0011 

 

The unsteadiness of a hydrograph can be defined by the change of flow depth within a specified time interval [22]. The 

dimensionless unsteadiness parameter , as given below, was proposed by Nezu and Nakagawa [46] and used by Nezu 

et al. [22], Onitsuka and Nezu [47] and Nezu and Sanjou [48].  

Qrc t

h

U




1
                                 (5) 

 

where h = hpeak – hbase, Uc = (Vbase + Vpeak)/2, Vpeak is the peak mean velocities. Nezu and Sanjou [42] divided the open 

channel flows into two categories, as if < 0.001, then the flow is considered as low unsteady flow otherwise it has 

high unsteadiness characteristics [22].  

The variation of instantaneous point velocities with time and time-varying means denoted as raw and smoothed data of 

experiments U2b measured at z/hbase = 0.45 are depicted in Fig. 3. The negative vertical velocity values indicate the 

down-flow towards the bed.  

 

 

 

Figure 3. Variation of instantaneous point velocities and their time varying mean values. 
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The maximum velocity values of the smoothed data were obtained from each time series through the water column. The 

peak values of the time time-varying mean velocities for the cases without a pier, with small pier (b = 6 cm) and big pier 

(b = 9 cm) are calculated and given in Table 2, for z/hbase = 0.4 and z/hbase = 1.0.  

 

Table 2. The peak values of the time-varying mean velocities for the cases without a pier and with the piers of diameter b = 

6   cm and b = 9 cm (All velocity values are in cm/s). 

peak value z/hbase U1a U1b U1c U2a U2b U2c U3a U3b U3c 

u  0.4 23.70 22.93 20.34 26.05 24.05 22.90 27.79 24.10 23.36 

 1.0 28.84 23.62 22.73 30.10 26.05 25.31 30.58 26.09 23.80 

w  0.4 -0.91 -1.93 -2.62 -1.07 -1.77 -2.59 -1.36 -2.73 -3.11 

 1.0 -1.23 -1.33 -2.53 -1.10 -1.74 -2.20 -1.07 -2.31 -2.35 

 

It is revealed that the maximum value in the stream-wise direction decreases with the presence and even with the increase 

in pier diameter for stream-wise direction at all depths. The maximum value in the vertical direction on the other hand, 

increases its magnitude as a downflow. The stream-wise velocities are all greater near the surface than the ones near the 

bed. The maximum values of vertical velocity are the same at all depths for most of the experiments. A prominent effect 

of the unsteadiness on the maximum values was not noted.  

 

The stream-wise velocity profiles are given in Fig. 4, at various dimensionless times as t/tr Q equal to 0.25, 0.50 and 1.0 

as peak time. The flow depth for U3 experiments is the highest for the corresponding time of other U2 experiments and 

U1 experiments.  

 

Figure 4. Velocity profiles in longitudinal direction t/trQ = 0.25 for (a) U1, (b) U2, (c) U3, 0.50 for (d) U1, (e) U2, (f) U3, 1.0 for 

(g) U1, (h) U2, (i) U3.  
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It is revealed that for all hydrographs, the presence of the bridge pier results in a retardation of the point velocities. For 

all dimensionless times, it is observed that the hydrograph U1 has the velocity profile having the lowest velocity values, 

whereas the profiles in U2 and U3 are greater. As seen from the graphs, the greater the diameter of the pier is, the steeper 

the velocity profile is. The maximum value of the point velocity occurred at a vertical elevation z equal to around 12.5 

cm for most of the experiments. This is in accord with Song and Graf [49] who revealed that the maximum velocity 

occurs below the water surface.  

Song and Graf [49] revealed that during the passage of the hydrograph, the velocities in the rising limb are greater than 

the ones in the falling limb for equal depths. The velocity profiles of the same flow depth regarding the rising and falling 

durations are depicted in Fig. 5. The flow depth of 16 cm was selected since it is the average base and peak flow depths 

and occurs at t = 62 s, 108 s, 170 s in the rising and t = 165 s, 348 s, 620 s in the falling limbs of the experiments U1, 

U2, and U3, respectively. It is observed that for the same depth, the profiles in the rising limb are always greater than 

the falling limb. This is more prominent for the ones with higher unsteadiness, particularly for U1. The effect of the 

presence of the bridge pier retards the flow resulting in more uniform, steeper, and small velocity profiles. 

 

 

Figure 5. Velocity profiles in longitudinal direction of same flow depth (a) U1a & U1c and (b) U3a & U3c, without a pier and 

with  9 cm pier, respectively. 

 

The velocity profiles of vertical component w at the dimensionless times 0.5 and 1.0 are depicted in Fig. 6 for U2 

experiments. It is observed that in the absence of the bridge pier, the average vertical flow is nearly equal to zero in the 

water column. The presence of small pier increases the magnitude of the down flow prominently greater near the bed. 

These results are concluded for other experiments as well. 
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Figure 6. Velocity profiles in vertical direction at the dimensionless times (a) 0.5 and (b) 1.0. 

 

The time variation of the fluctuating component of stream-wise and vertical velocities are calculated for U3a at z/hbase = 

0.4 and z/hbase = 1.0 and for U3c at z/hbase = 0.4 as given in Fig. 7a, 7b and 7. c, respectively, as an example. The negative 

values are due to the decrease in instantaneous velocity with respect to mean velocity, whereas the positive values 

represent the increase. As depicted in Fig. 7.a and 7. c, both u’ and w’ have an increasing characteristic with time in the 

rising duration. In order to analyze this result, the rising duration was divided into three equal time intervals, namely the 

initial, middle, and peak phases. The band limits are depicted on the same figure as the extreme values i.e. minimum 

and maximum. The standard deviations were calculated within each time interval and summarized in Table 3 and Table 

4 for z/hbase = 0.4 and z/hbase = 1.0, respectively, including the falling duration. The extreme bands become wider in time 

for z/hbase = 0.4 whereas this is not observed at locations  near the water surface. The standard deviation for the fluctuating 

values of u’ and w’, are depicted in Fig 7. a and 7 .c, in blue and orange colors respectively for each phase. The standard 

deviation values did not differ for the initial, middle, and peak values for both stream-wise and vertical velocities near 

the surface. As illustrated in Fig 7 .b, the average standard deviation for three phases are 1.80 cm/s and 1.43 cm/s, for u’ 

and w’, respectively. For most of the experiments, the standard deviation is in general less than the one corresponding 

to peak time. The presence of the pier did not considerably change this behavior of the fluctuation components close to 

the water surface (Table 4) whereas the standard deviation of stream-wise component is suppressed for those close to 

bed (compare Fig 7.a and  7. c ).  
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Figure 7. Variation of u ' and w ' with time (a) U3a at z/hbase = 0.4, (b) U3a at z/hbase = 1.0, and (c) U3c at z/hbase = 0.4  

 

 

The standard deviation values calculated for the time intervals at z/hbase = 0.4. 

   u'    w' 
 

 initial middle peak falling initial middle peak falling 

U3a 0.98 2.45 2.78 1.72 0.88 1.94 2.23 2.51 

U3b 1.09 2.00 2.74 2.39 0.86 1.82 2.38 1.79 

U3c 1.97 2.14 2.53 2.25 1.48 1.55 1.92 1.34 

U2a 0.73 2.04 3.07 1.68 0.66 1.76 1.65 1.38 

U2b 0.72 2.32 2.86 2.09 0.80 1.87 2.47 1.85 

U2c 0.64 1.96 2.79 2.76 0.46 1.61 1.95 1.83 

U1a 1.50 1.24 2.47 2.19 0.39 1.47 2.20 1.76 

U1b 1.17 1.16 2.74 2.04 0.25 1.12 1.90 1.48 

U1c 1.17 0.84 2.87 2.52 0.39 1.47 2.20 1.80 
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The standard deviation values calculated for the time intervals at z/hbase = 1.0. 

   u'    w'  

 initial middle peak falling initial middle peak falling 

U3a 1.84 1.72 1.82 1.49 - 1.48 1.39 1.30 

U3b 1.60 1.67 1.81 1.56 - 1.35 1.40 1.17 

U3c 1.67 1.56 1.94 1.54 - 1.09 1.57 1.31 

U2a 1.89 1.77 1.62 1.47 - 1.35 1.34 1.13 

U2b 1.90 1.86 1.58 1.65 - - 1.40 1.57 

U2c 1.52 1.67 1.81 1.14 - 1.52 1.45 1.28 

U1a - - 1.81 1.45 - - 1.23 1.56 

U1b - - 1.94 1.70 - - 1.14 1.94 

U1c - - 1.63 1.76 - - 1.23 1.22 

 

The obtained time variation of stream-wise rms(u)  and vertical rms(w)  point velocities for all experiments 

corresponding to the elevation z/hbase = 0.4 are shown in Figs. 8.a,b,c and Figs. 8.d,e,f, respectively. It is observed that 

the presence of the piers did not have an influence on rms(u) or rms(w). The rms(u) values increase the rising limb and 

decrease in the falling limb. The turbulence intensity in the stream-wise direction attenuates when approaching the bed 

surface. Neither the presence of the pier nor the unsteadiness affected the intensity near the surface and near the bed. 

For the vertical velocity case, the rms(w) had a constant value throughout the hydrograph duration. In this direction, the 

intensity attenuates when approaching the bottom while remaining the same near the surface with the increase in pier 

diameter. 

 

Figure 8. Variation of (a), (b) and (c) rms( u ) with time for U1, U2 and U3, respectively and (d), (e) and (f) rms( w ) with time 

for U1, U2 and U3, respectively. 

 

The variation of u’ with w’ is plotted for U2 and U1 in Fig. 9, considering the initial, middle and peak phases additionally 

the falling phase. For all cases, the sweep and ejection events dominate throughout the hydrograph. In all graphs, it is 

also observed that the fluctuation values in the stream-wise direction are all greater than the ones in the vertical direction. 
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Figure 9. The variation of u ' with w 'for (a) U2a, (b) U2b, (c) U2c, (d) U1b. 

 

By using the fluctuating components, the time variation of u’w’ is calculated and given in Fig 10. Whether there is a pier 

or not the u’w’ has its maximum value near the bottom and decreases towards the water surface. For all the experiments, 

the u’w’ increases in the rising limb and decreases in the falling limb. The unsteadiness of the hydrograph did not affect 

considerably but the presence of the pier decreased the maximum values of the u’w’. 

 

 

Figure 10. The time variation of u ' w ' for (a) U1a, (b) U1c, (c) U3a, (d) U3c. 
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The presence of the pier decreased the velocity in stream-wise and increased the down flow velocity in the vertical 

direction as depicted in Fig. 11.a and 11.b, respectively. The average differences for cases b and c were calculated as 

subtracting the time average velocity value at a specific time from that of corresponding to the case a. Therefore, the 

curves are given only for experiments b and c as time variation of avg(∆𝑢̅̅̅̅ ) and avg(∆𝑤̅̅ ̅̅ ). It is observed that the 

unsteadiness of the hydrograph did not influence the average change in the stream-wise. The maximum average 

reduction for pier width of 6 cm is 3.1 cm/s (average of 3.1 cm/s, 3.3 cm/s and 3.0 cm/s for U1b, U2b and U3b, 

respectively) and 4.3 cm/s (average of 4.4 cm/s, 4.3 cm/s and 4.2 cm/s for U1c, U2c and U3c, respectively) for the pier 

width 9 cm in stream-wise direction. The corresponding maximum percent changes at peak were calculated as 6% and 

11%. In vertical direction, the maximum average increase in down-flow was calculated as 0.5 m/s and 1.5 cm/s for the 

small and big piers. 

 

Figure 11. Average reduction in maximum velocity due to the presence of pier (a) in stream-wise and (b) vertical directions. 

The reductions in point velocities at peak are calculated and given in Fig. 12. It is revealed that the reduction increases 

with z due to both piers but prominently for the pier with b = 9 cm for the velocity in stream-wise direction. The increase 

in down-flow does not change with depth but is greater for the pier with a greater diameter. 

 

 

Figure 12. Variation of change in maximum velocity due to presence of pier with depth, (a) 6 cm pier diameter and (b) 9 cm pier   

diameter in stream-wise direction and (c) 6 cm pier diameter and (d) 9 cm pier diameter in vertical direction. 
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5. Conclusion 

The time variation of point velocities in a stream-wise and vertical direction at a point upstream of a bridge pier were 

investigated at clear-water conditions under unsteady flow conditions. Three triangular-shaped hydrographs with 

approximately the same peak discharges but with different rising durations were generated. The effect of two circular 

bridge piers which are 6 cm and 9 cm in diameter on the flow properties was discussed in which the measurements were 

also conducted in the absence of any pier. The main findings can be summarized as follows;  

 The presence of the pier decreased the stream-wise velocity while increasing the magnitude of vertical velocity towards 

the bed, prominently greater near the bed. 

 The greater the diameter of the pier is, the steeper the stream-wise velocity profiles are. 

 It was observed that for the same depth, the profiles in the rising limb are always greater than the falling limb. This is 

more prominent for the ones with higher unsteadiness. 

 The standard deviation of the stream-wise fluctuating components near the bed increases in the rising limb with time, 

while it remains constant near the surface.  

 The standard deviation of the vertical velocity fluctuating components did not differ throughout the hydrograph 

duration. The presence of the pier did not considerably change this behavior.  

 The sweep and ejection events dominate throughout the duration of all hydrographs. 

 For all the experiments, the u’w’ increase in the rising limb and decrease in the falling limb. Whether there is a pier or 

not the u’w’ has its maximum value near the bottom and decreases towards the water surface. The presence of the pier 

certainly decreased the maximum values of the u’w’. 

 The maximum percent reduction at peak flow was calculated as 6% and 11%, for the piers with a width of 6 cm and 9 

cm, respectively. 

 The reduction in stream-wise point velocities at peak flow increases with depth. The greater the pier diameter is, the 

more the reduction is. 

 The change in a vertical direction at peak flow due to the pier is constant throughout the depth. 

 The results of this study could be used to verify the numerical studies for unsteady flows with bridge piers. 

 

In future studies, the flow conditions and turbulence structures around the bridge piers can be determined by using 

symmetrical and asymmetrical hydrographs with different unsteadiness and by using different bridge pier diameters with 

different shapes and different types of sediments. The evolution of coherent structures under unsteady flow conditions 

would be a novel topic in this field.  
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List Of Notations 

avg( u )  average value of the change in stream-wise velocity due to bridge pier [LT-1]; 

avg(w ) average value of the change in vertical velocity due to bridge pier [LT-1]; 

b    bridge pier diameter [L]; 

B    flume width [L]; 

d50    median size of sediment [L]; 

hbase   flow depth at base flow [L]; 

hpeak   flow depth at peak flow [L]; 

rms(u)  root-mean-square of the velocity in stream-wise direction [LT-1]; 

rms(w)  root-mean-square of the velocity in vertical direction [LT-1]; 

t    time [T]; 

tr Q    time to peak value of the flow rate [T]; 

u    instantaneous point velocity in stream-wise direction [LT-1]; 

u’    fluctuating components of point velocity in stream-wise direction [LT-1]; 

u     time varying mean of point velocity in vertical direction [LT-1]; 

w    instantaneous point velocity in vertical direction [LT-1]; 

w’    fluctuating components of point velocity in vertical direction [LT-1]; 

w     time varying mean of point velocity in stream-wise direction [LT-1]; 

x    distance from the flume entrance [L]; 

z    elevation from the bed surface [L]; 

Uc    average of Vbase and Vpeak Uc = (Vbase + Vpeak)/2 [LT-1]; 

Vbase   approach velocity at base flow [LT-1]; 

Vpeak   approach velocity at peak flow [LT-1]; 

Qbase   flow rate at base flow [L3T-1]; 

Qpeak   flow rate at peak flow [L3T-1]; 

h    difference between the base and peak flow depths [L]; 

 u    change in stream-wise velocity due to bridge pier [LT-1]; 

w    change in vertical velocity due to bridge pier [L T-1]; 

    dimensionless unsteadiness parameter [-]; 
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Local Adaptive Phase Correction Algorithm For 3-D Profilometry Systems Based on 

Phase Shifting Method  

  
 

Abstract 

The method of reflecting sinusoidal phase-shifted patterns to the surface, based on the 

demodulation technique of phase information, has been a popular method to obtain 3-D 

surface depth using 2-D images. The phase information that is extracted with this method is 

wrapped; so it must be unwrapped. Even though the phase information is unwrapped, there 

will be some errors because of the possibility of non-sinusoidal characteristics of phase 

patterns, surface discontinuities, low sample rates, and technical handicaps (poor calibration 

and hardware malfunctions, and so on). To deal with these errors resulting from the phase 

unwrapping process, there are some computationally expensive and complex methods that 

have been presented. In this paper, a fast and low complex local adaptive phase correction 

algorithm based on the four-step phase shifting method is implemented. The method is firstly 

validated by using synthetic data. After the validation process, an optic test system is realized, 

and a few experiments are performed by using physical real data. For the optical system used 

to physically acquire the data, a lookup table-based calibration technique has also been 

developed to obtain accurate surface phase information. The performance of the method is 

evaluated with simulation results and real data, and visually compared to popular unwrapping 

methods. 

Keywords: 3-D reconstruction, fringe patterns, phase shifting, phase unwrapping. 
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1. Introduction 

 

It is very convenient that using non-contact optical methods in determining 3-D surface profiles is common in Computer 

Aided Manufacturing (CAM) systems. The most popular method of these optical techniques is projecting the beam 

patterns (fringe patterns) onto the surface to get 3-D information. This method is also known as shadow moire method 

[1]. Patterns keep the depth information belonging to the 3-D surface as phase information which is modulated. 

Therefore the fringe patterns also called as phase patterns. 

 

There are some methods for the extraction of the demodulated phase information from the modulated phase patterns. 

Fourier fringe analysis technique, direct phase demodulation, and phase shifting method are some examples for these 

analysis methods [2-4]. If the surface to be reconstructed is not dynamic, phase shifting technique is practically 

convenient. The method does not require complex computations. In this method, at least three phase patterns, which 

have equal phase intervals, are projected onto the surface so that different phase images can be obtained. 

 

The extracted phase information is wrapped because the sinusoidal function is subjected to the arctangent function (as 

expressed in Equation 1). Therefore, there are discontinuities in the phase function. Typically the unwrapping process 

intends to transform the wrapped phase function into the continuous form. There is a basic method for the unwrapping 

process; however, as some unwanted issues such as surface discontinuities, low SNR, low sample rates or non-ideal 

sinusoidal fringe patterns may be encountered with the use of this method, the unwrapped phase will have some errors. 

Especially these errors are static or propagative. To overcome this problem, a number of phase correction algorithms 

have been implemented. Zhao and others, developed a method for the spatial light modulators which has the advantages 

of high-precision pixel-wise phase correction against environmental disturbance. This method relies on gamma 

correction and shape aberration correction, using manufacturer's gamma lookup table [5].  Thang et al. propose a method 

based on local 1-D phase correction by using multi-frequency phase heterodyne.  The method determines whether a 

phase map needs to be corrected by calculating the deviation between the predicted and actual phase according to the 

slope of the projected standard fringe pattern and has the best effect to eliminate jump like phase errors [6]. Zheng et al. 

propose a fast self-correction algorithm to reduce the nonlinear phase error by using average intensity value of the 

captured fringe images which have nonlinear response parameters and  also use multi-frequency heterodyne algorithm 

[7]. 

 

Song et al. propose three wavelength grating method which uses the phase information of three different wavelengths 

for phase unwrapping and phase correction superior than the traditional multi-frequency heterodyne method [8]. Zhang 

et al. address multipath problem in phase shifting profilometry applications [9]. Feng et al., present a study for phase 

similarity based on light field reconstruction method. Their method also uses multi-frequency heterodyne algorithm for 

unwrapping the phase data. Different from other studies, this light field imaging method, which is an emerging method 

for 3-D reconstruction studies, needs a calibration step addition to fringe projection step [10]. In addition to new analyses, 
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there are also studies where algorithms that will produce good results in noisy conditions are developed. Zhao et al. 

developed a simple and robust unwrapping algorithm, using the transport of intensity equation (TIE) and fast cosine 

transform. They report that their algorithm produces satisfactory unwrapping results even in a notably noise condition 

[11]. 

 

In fact, if there were no problems in surface phase functions mentioned above, it would be enough to use the basic 

unwrapping method and would need no phase unwrapping algorithms. Other processes to obtain 3-D height of the object 

surface after phase unwrapping process are to eliminate the slope and to use the appropriate calibration function for 

phase-to-height relation.  

 

Except for Zhao’s work [11], other methods that are not mentioned here, besides including quite hardware development 

studies requiring a calibration phase, treat the phase data in 1-D . In this study, a new Four-Step Phase Shifting Method 

with phase error correction algorithm is developed for optical 3-D measuring. Here, 1-D unwrapping process is applied 

as 2-D for phase unwrapping in the algorithm. A 2-D adaptive correction algorithm is also developed to cancel phase 

noises. Besides, a lookup table-based calibration algorithm is implemented to obtain accurate sinusoidal phase patterns. 

This calibration algorithm can be used when working with the real data, i.e. when using a physical optical system. 

Because of the distortions of the optical systems, especially gamma function of the optic device and surface 

characteristics, gray-level differences may occur between the phase patterns created on the computer and the phase 

patterns projected onto the surface. These distorting effects are observed as unwanted slopes and undulations on the 

object surface. For optic test setup, a DLP light commander module for projecting fringe patterns onto the surface and a 

high resolution CCD/CMOS camera for capturing images from the surface are used. After getting the accurate phase 

patterns, the desired phase unwrapping algorithms is then implemented and described in the  sections below. 

 

2. 3-D Reconstruction Technique Based On Phase Shifting Method 

In a typical fringe projection system (Figure 1), a computer generates fringe patterns of vertical sinusoidal stripes and 

sends them to a projector, called a light modulator, which will reflect them onto objects. As the result of Shadow Moire 

principle [1], the reflected fringe image patterns are modulated and contain surface 3-D information as phase values. 

Then reflected images are captured by a video camera. 3-D information is determined by using the triangulation 

technique according to the Shadow Moire principle. As the fringe patterns are sinusoidal, each vertical fringe stripe 

consists of phase information of the objects. 
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         Figure 1.Real-time 3-D imaging system with fringe analysis. 

 

Fringe patterns mentioned above are in sinusoidal form and can be expressed as [12]: 

𝐼(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦) 𝑐𝑜𝑠(2𝜋𝑓0𝑥 + ∅(𝑥, 𝑦))                     (1) 

 

Where 𝑎(𝑥, 𝑦) is the background illumination, 𝑏(𝑥, 𝑦) is the amplitude of the fringe phase modulation, 𝑓0 is the spatial 

carrier frequency, and ∅(𝑥, 𝑦) is the phase value of the fringes in each value of (𝑥, 𝑦) position. In order to calculate 

∅(𝑥, 𝑦), there are several techniques mentioned in the introduction section, and in this study four-step phase shifting 

technique is used. 

 

2.1. Four-step Phase Shifting Method 

The four-step phase shifting method have some advantages, such as high measurement speed, low computational 

complexity, cancellation of background illumination, detail accuracy, and ease of automation. In this technique, four 

independent equations is used to eliminate 𝑎(𝑥, 𝑦) and 𝑏(𝑥, 𝑦) [1]. Practically this is implemented as using 𝜋/2 phase 

shifted images and expressed mathematically as below: 

 

𝐼1(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦) 𝑐𝑜𝑠(2𝜋𝑓0𝑥 + ∅(𝑥, 𝑦)) 

𝐼2(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦) 𝑐𝑜𝑠(2𝜋𝑓0𝑥 + ∅(𝑥, 𝑦) +
𝜋

2
)                   (2) 

𝐼3(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦) 𝑐𝑜𝑠(2𝜋𝑓0𝑥 + ∅(𝑥, 𝑦) + 𝜋) 

𝐼4(𝑥, 𝑦) = 𝑎(𝑥, 𝑦) + 𝑏(𝑥, 𝑦) 𝑐𝑜𝑠(2𝜋𝑓0𝑥 + ∅(𝑥, 𝑦) +
3𝜋

2
) 

By using Equation 2, following expression can be extracted for calculating the phase value ∅(𝑥, 𝑦): 

Ψ(𝑥, 𝑦) = 𝑡𝑎𝑛−1(
𝐼4−𝐼2

𝐼1−𝐼3
) = 2𝜋𝑓0𝑥 + ∅(𝑥, 𝑦)                          (3) 

Camera Projector 

Object 

Sinusoidal 

Fringes 
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 where Ψ(𝑥, 𝑦) is the wrapped phase and consists of  2𝜋 jumps. Spatial carrier frequency 𝑓0 causes a tilt in the 

reconstructed image, and it must be eliminated.  That is achieved with subtraction of the unwrapped reference plane 

from the unwrapped phase values of Ψ(𝑥, 𝑦), which is subjected to desired unwrapping algorithm mentioned in 

following section. 

 

2.2. Local Adaptive Phase Error Correction Algorithm  

In Equation 3, wrapped phase map values range from - 𝜋  to 𝜋  because of the nature of the arctan function. The classical 

approach for phase unwrapping problem is to add or subtract 2𝜋 in the phase map. The main reason behind this is to 

make the result of unwrapping process as the same as the original true phase value ∅(𝑥, 𝑦) . 

 

For 1-D case, unwrapping process can be expressed mathematically as [13]: 

𝑈[Ψ(𝑛)] = Ψ(𝑛) + 2𝜋𝑘                                (4) 

where k is an integer and 𝑈[Ψ(𝑛)] is the unwrapped phase to be calculated. Unwrapping process basically follows the 

steps below: 

1. Start with the second sample of Ψ(𝑛). 

2. Calculate the difference, ∆Ψ(n) = Ψ(𝑛 + 1) − Ψ(𝑛). 

3. If  ∆Ψ(n) > 𝜋, subtract 2𝜋 from this sample and from all the following samples. 

4. If ∆Ψ(n) < − 𝜋 , add 2𝜋 to this sample and to all the following samples. 

5. Repeat these 1 to 4 steps for all samples of Ψ(𝑛). 

In fact, if there were no corrupt data in the wrapped  phase map, 1-D unwrapping technique could be applied for columns 

and rows of the wrapped phase value, and so it could be easy to obtain unwrapped phase value 𝑈[Ψ(𝑛)] as the same 

with ∅(𝑥, 𝑦). Since the ideal cases cannot be supplied, there will be error propagations in result of the classical 

unwrapping process. Therefore, for 2-D case, several algorithms which use binary stripe [14] and color-coded stripes 

[15] have been proposed for the unwrapping problem. These algorithms can be classified into two major groups as local 

and global unwrapping algorithms [16]. In these algorithms, accuracy is well-proportioned with complexity; however, 

execution time increases.  

 

In this study, due to its low complexity of 1-D unwrapping method, 2-D phase unwrapping method is implemented by 

applying 1-D processes both to columns and rows of the wrapped phase map. As the resulting unwrapped phase map 

may have errors which cause artifacts in the reconstructed image, they are eliminated with the developed two-step 

recursive algorithm in this study. The algorithm tries to find the artifacts and correct them by using adjacent uncorrupted 

phase pixel values. This process is applied for whole pixel values of the wrapped phase image respectively. This 

approach has very low computational complexity and runs very fast; the pseudo code of the algorithm is given below. 
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 Apply 1-D unwrapping process to each columns of the wrapped phase map. 

 Assign each row vector to a blank row of an empty matrix. 

 For each pixel in the row of matrix, 

o Calculate the differences between gray value of consecutive pixel 

D𝑖 = 𝑝(𝑥, 𝑦) − 𝑝(𝑥 + 𝑖, 𝑦) (5) 

If the absolute difference is greater than the threshold level (|𝐷𝑖| > 𝜀 ) which is determined by the user,   

 assign the gray level value of the corresponding pixel of ith, to a variable of  m1,  

𝑚1 = 𝑝(𝑥 + 𝑖, 𝑦) (6) 

 start a new seek along a user defined 1D window length (m) 

 calculate the difference between the gray levels of the pixels in the window (W) and m1 

 If the absolute difference is greater than the threshold level, which may be different from the above, 

continue seeking along the window length 

𝐷𝑤𝑘 = 𝑚1 − 𝑊(�̂�),             î = 0. . 𝑚, 𝑘 = 1. . 𝑚 (7) 

 If the absolute difference is lower than the threshold level,  assign the gray level value of the 

corresponding pixel of  kth, to a variable of m2 

𝑖𝑓 |𝐷𝑤𝑘| < 𝜀     ,    𝑚2 = 𝑊(�̂�) (8) 

 change the gray levels of the pixels among i and k with equal intervals of m1 and m2 

𝑝(𝑥 + 𝑐, 𝑦) = [
𝑚2−𝑚1

𝑘−𝑖
] , 𝑐 = 𝑖, . . , 𝑘, | 𝑐, 𝑖, 𝑘 ∈ 𝑍  (9) 

o If the absolute difference is lower than the threshold level which is determined by the user, 

 continue the seeking process along the row matrix length. 

 Repeat the same steps for each column of the matrix. 

 

The pseudo code reveals that the algorithm has a threshold level and a window length parameter for operation. These 

values can be set by the user and changed for the application to get optimum results. Because of changing the row data 

along the algorithm steps, it works clearly fast. Since the scanning process is performed according to the difference 

between gray-level value and the threshold level, the algorithm works adaptively. 

 

Figure 2 shows the corrective effect of the algorithm on the wrapped phase map. Reconstructed 3-D image obtained 

from 1-D unwrapping process is given in Figure 2a. As can be seen from the figure, there are phase errors needed to be 

eliminated. After applying proposed adaptive algorithm, corrected unwrapping result is obtained as shown in Figure 2c. 

Figure 2b and Figure 2d indicate selected row data from 3-D images on left. 
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(a)                                                                         (b) 

 

(c)                                                                          (d) 

Figure 2. Results obtained with and without the proposed algorithm. a-b) 3-D image and selected row data of it obtained without 

proposed method. c-d) 3-D image and selected row data of it obtained with proposed method. 

 

3. System Setup And Calibration 

In order to obtain a 3-D surface profile of the physical object models by applying the phase shift method, a system 

consisting of a projector, a computer and a camera has been established. 

 

3.1. System Setup for Acquiring Real Data 

The system setup, shown in Figure 3, includes a light commander (DLP), an industrial camera and two laptops. Test 

system is set to obtain 3-D information of a white object which is placed in a 30 x 30 cm view area and 50 cm far from 

the system plane. Resolution of the camera is 5MP, it has noise cancellation ability, and image capture speed is 120 fps. 

The angle between the camera and projector is adjustable with a special platform. The generated fringe patterns are 

projected via a laptop, and the projected images are recorded via another one. 
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Figure 3.System setup. 

 

There are corruptions in the images captured by the optical test system because of the optical reasons, light effects, and 

the surface characteristics of the real object. In Figure 4, the light profile captured from the surface and reconstructed 3-

D surface using this profile is shown. It is significant that an unwanted slope occurs on the reconstructed 3-D surface, 

so the calibration process described in the following section is applied to eliminate such type of distortions. 

 

 

Figure 4.  An example of light disturbances: a) Fringe image, (b) Cross-sectional light distribution profile on the plane, (c)       

Reconstructed 3-D object. 

 

3.2. Lookup Table-Based Calibration Algorithm 

In order to reconstruct the 3-D object accurately and also to achieve high performance from any phase unwrapping 

algorithm, it is very important to obtain the sinusoidal fringe patterns properly, so the system needs to be calibrated. In 

a b

c

b) a) 

c) 
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this study, both real and synthetic data are used. While the real data is obtained through the established system, the 

synthetic data is obtained by using the 3-D CAD program. For the synthetic data, there is no need for system calibration 

because the fringe patterns can be accurately obtained. Since there may be obvious differences between the sinusoidal 

fringe patterns captured on the plane and generated from the light modulator, a lookup table-based calibration algorithm 

is proposed based on the adjustment of gray level values to make the fringe pattern on the plane ideally sinusoidal [17]. 

Figure 5 shows the block diagram of the lookup table-based calibration algorithm. 

                    

Figure 5. Lookup table-based calibration algorithm: a) Creating the LUT, b) Using the LUT for phase image projection  

 

Although the camera used in the setup meets the focusing requirement in the specified range, lens distortions affect the 

system as well as in all camera systems. The MATLAB Camera Calibration Toolbox [18] is used to eliminate these lens 

distortions, which usually occur at the edges of the lens rather than the center. The calibration process is completed by 

projecting the chessboard pattern on the plane and obtaining the distortion pattern of the lens according to the reference 

pattern. After determining the distortion model for the lens, this distortion model is applied inversely to obtain a corrected 
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image. The light Commander Module can produce different calibration patterns, so that the calibration procedure may 

be performed easily. 

 

Since the reference object used in the system is in the center of the image plane and is small enough to be exposed to 

less camera distortions, projection-induced distortions emerge as a more important problem than camera-induced 

distortions. Un-calibrated projector-induced distortion effects appear as an undesirable tilt and undulations on 

reconstructed objects as shown in Figure 4. Therefore, in addition to the camera calibration, the projection system (Light 

Commander) must also be calibrated. 

 

Projector-related limitations are generally related to the fact that the reference pattern gray level is practically not 

achieved in the 0-255 range uniformly. This results in data loss and fluctuations on objects due to rounding the same 

value in a given range of levels in 3-D reconstruction.  

 

The system is capable of linear operation in the gray-level sensitivity range from 50 to 160. The first step to eliminate 

this problem is to set the gray-level values of the patterns to this gray-level range. The system is also points out that the 

slope in the light profile is caused by the lens of the projector optics. In order to solve these problems, a distortion 

function made by the projector lens for each pixel should be determined. For this purpose, a greyscale test image 

sequence is generated, each of which has the same values between 0 and 255. These images are then sequentially 

projected onto the object-free surface. A MATLAB-based algorithm which calculates the lookup table value to obtain 

the required reference image is developed. In this algorithm, the values required for each pixel and the values generated 

by the projection system are calculated by matching with a lookup table-based method, and this is applied to the reference 

pattern. Thus, the desired image is obtained, and unwanted tilts (or slopes) in the light profile can be largely eliminated. 

The flow chart of the algorithm is given in Figure 6. 
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Figure 6. Algorithm flowchart. 

The reference pattern obtained by using the proposed algorithm and the corrected phase pattern are shown in Figure 7. 

This algorithm is needed to perform the calibration process before the first use of the system.

 

Figure 7. Result of proposed calibration algorithm: (a) Reference phase pattern, (b) Corrected phase pattern resulted from  

proposed algorithm to obtain reference pattern of (a). 
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4. Simulation Results 

In the simulation studies, the proposed algorithm are tested with synthetic data containing phase images of 3-D object 

models. Synthetic object model (tooth model) samples are created in the Mudbox (trial version) program on the 

computer, and these models are transferred to the 3D Studio Max (trial version) scene to simulate the optical system 

setup. All the images used in this setup have 1024x768 pixels resolution. In order to obtain phase images, phase shifted 

fringe patterns are produced in MATLAB and then transferred to 3D Studio Max scene. By determining the angle 

between camera and light modulator, fringe patterns are projected onto the 3-D object models. All of four phase shifted 

fringe patterns (0, 90, 180 and 270 degree) are projected successively. The camera in the virtual optic setup captures 

modulated fringe patterns which are reflected from 3-D object model, then wrapped phase image is obtained by using 

four-step phase shifting algorithm technique. This wrapped phase image is unwrapped using the proposed method, and 

3-D data is obtained. Figure 8 and Figure 9 show the original 3-D object models, the wrapped phase images, and the 

reconstruction results obtained by proposed method, respectively. 

 

For the reconstruction of the image, 1-D phase unwrapping process is applied to the columns of the wrapped phase 

image, and the scaling factor [19] is used in order to transform the unwrapped phase values into the 3-D data (height) 

values. The resulting 3-D data consist of a tilt because of the carrier frequency 𝑓0, which is mentioned in Equation 3 and 

needs to be eliminated to obtain tilt-free 3-D data. As shown in Figure 10, this is done by subtracting the unwrapped 

phase image of the reference plane from the unwrapped phase image of object. 

 

Figure 8. Four step phase shifting result for proposed method: (a) Original synthetic 3-D object model-1, b) Wrapped phase image, 

(c) Phase unwrapped and tilt removed result, (d) 3-D reconstruction  result. 

b) c) 

d) 

a) 
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Figure 9. Four step phase shifting result for proposed method: (a) Original synthetic 3-D object model-2, b) Wrapped phase image, 

(c) Phase unwrapped and tilt removed result, (d) 3-D reconstruction result. 

 

 

Figure 10. Tilt removing from the 3-D data: (a) Resulting image of 1-D unwrapping process to wrapped phase image, (b) 

Resulting image of 1-D unwrapping process to reference plane, (c) Unwrapped object with tilt removed. 

In order to compare the performance of the proposed method with known methods, comparisons are made in this study 

with both synthetic and real data. In the tests, to determine the system angle and the number of fringes to be used, some 

analyses are made. Since using lower fringe numbers results in higher sensitivity and less edge noise, the fringe number 
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8 is chosen for all tests. The selection of the projection angle is another important issue; and at higher angle values, 

shadows are formed in the fringe image; and therefore, a lot of important phase information is lost. At low angles, it is 

observed that notches are formed on the obtained surface but can be removed with a smoothing filter. An angle of 5 to 

10 degrees determined to be the right choice for the system angle for best performance. 

For comparison, phase test data set consisting of 4 synthetic and 2 real data are processed with classical unwrapping 

(Itoh method [20]), Goldstein unwrapping method [21], Zhao’s method [11], and the proposed method, and the results 

are presented in Figure 11. In the test process, the data and other operations are the same for all methods, but there is a 

difference only in terms of the unwrapping method. 

Method1 (Itoh) Method 2 (Goldstein) Method 3 (Zhao) Method 4 (Proposed) 

    

    

    

    

    

    

 

Figure 11. Comparison of the proposed method with the methods of Itoh, Goldstein, and Zhao. The first 4 rows show the results for 

the synthetic data, and the last two rows show the results for the real data. From left to right, the first column shows the 

results obtained by Itoh’s method, the second column refers to Goldstein’s and the third column to Zhao's methods, 

respectively,  while the last column reveals the results obtained by the proposed method. 
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The simulations in the study are done with a laptop of Pentium Core i5 3 GHz processor, 8.0 GB RAM, and the 

MATLAB version is 2019b. Except for the Goldstein algorithm, other algorithms obtain the results under 1 second, 

while the Goldstein algorithm has an average of 10 seconds to obtain the result. The Quality Guided unwrapping method 

[22] is also used in the study; however, this method needs a user input for the correct phase information, and the 

unwrapping process takes quite a long time (over 6 minutes). Therefore, it is not included in the comparison results. 

 

When the results are compared visually, it is seen that all algorithms produce the same correct result for real data. While 

obtaining the phase image of the real data, the lookup table-based calibration algorithm developed in this study is used. 

Since the fringe data is obtained properly and relatively simple objects are used, it seems normal to achieve this success. 

However, when the results obtained by using the phase images of complex artifacts, which are taken as properly 

calibrated, are compared, it is seen that the proposed method achieves very good results compared to the other 3 methods. 

Window size is selected as 10% of image size, and threshold value is selected as 20% of local gray (phase) value for all 

the phase images. 

 

5. CONCLUSION 

A new local adaptive phase correction algorithm based on phase shifting method for 3-D reconstruction applications is 

presented in this study. While the method developed for the phase unwrapping process in this study is applied as 

modifications of the results of the basic phase unwrapping technique, other methods such as Goldstein, Quality Guided, 

and Least Squares [23] make some changes on the phase data before applying the unwrapping process. 

 

For this reason, Itoh and Zhao’s methods, which have similar approaches, seem to be more important in terms of 

comparisons. Although the fastest method is Itoh’s method, robustness of this method is notably low. Therefore, there 

is not much difference between Zhao’s and Goldstein’s methods in terms of obtaining reliable results, yet the Goldstein 

method has the disadvantage of long processing time. The proposed method is both fast like the Itoh’s and Zhao’s 

methods and more reliable than the other methods compared. For reconstructed 3-D data, Zmin is -0,5077, and Zmax is 

8,0483, and the difference between two consecutive points is 0,0020. This means that 8,54 mm object can be 

reconstructed with 2 µm sensitivity in the physical setup. 

 

In recent years, superior results have been obtained thanks to the technical developments in 3-D profilometry systems. 

On the other hand, phase shift profilometry systems are still an area of interest due to their advantages of fast operation, 

hardware simplicity, low cost, and simultaneous multi-measurement features. The proposed algorithm adaptively 

corrects the raw phase data for phase shifted system. As the simulation studies show the result that proposed method has 

an efficient execution time and low complexity, it is thought that it can be used in real-time applications. 
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