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Abstract 

Iris segmentation is a crucial step in iris recognition systems. Iris segmentation in visible wavelength and unconstrained 

environments is more challenging than segmenting iris images in ideal environments. This paper proposes a new iris 

segmentation method that exploits the color of human eyes to segment the iris region more accurately. While most of the 

current iris segmentation methods ignore the color of the iris or deal with grayscale eye images directly, the proposed method 

takes benefits from iris color to simplify the iris segmentation step. In the first step, we estimate the expected iris center using 

Haar-like features. The iris color is detected and accordingly, a color-convenient segmentation algorithm is applied to find the 

iris region. Dealing separately with each iris color set significantly decreases the false segmentation errors and enhances the 

performance of the iris recognition system. The results of testing the proposed algorithm on the UBIRIS database 

demonstrate the robustness of our algorithm against different noise factors and non-ideal conditions. 

Keywords: Iris Segmentation, Visible Wavelength Iris Images, Color-based Iris Segmentation, Eye Color Classification, 

Unconstrained Iris Recognition 

I. INTRODUCTION
With the increasing attention to iris biometrics, the need for an accurate and fast recognition system has 

increased [1]. The human iris has many features which make it a highly reliable biometric. Examples of these 

features are the constancy of iris patterns over the years, the high complexity and randomness patterns, and the 

exceptional amount of entropy, enabling the avoidance of false match and false reject errors [2]. As a result, iris 

recognition has a wide use range from border authentication systems [3], to forensics applications [4], to ATM 

systems [5]. 

A classical iris recognition system commonly consists of four main steps: iris region segmentation, iris region 

normalization, features encoding from the normalized iris image, and iris code matching [6]. The first step (iris 

region segmentation) is considered the most critical of these four steps. In this stage, researchers confront 

numerous noise elements, especially within dynamic and non-ideal contexts. Moreover, making an error in this 

step by adding non-iris pixels to the real iris region or by removing some iris pixels from the real iris region, 

significantly affects/degrades the resulted iris template and consequently leads to false accept or false reject 

errors [7]. 

Iris recognition systems are categorized as constrained and unconstrained depending on the applicable 

circumstances. Some research mentions it as cooperative and non-cooperative [8]. When working with noisy iris 

images acquired in non-cooperative environments and under non-ideal imaging conditions, the iris identification 

methods proposed to deal with cooperative environments may not operate well. This is because iris images may 

include more difficult-to-separate noise factors in unconstrained environments that cannot be handled using 

traditional iris segmentation algorithms. Examples of such factors are specular reflections, luminance, high 

occlusions by eyelashes and eyelids, eyeglasses, and focusing problems. Fig. 1 gives two sample iris images. The 

first one was captured in visible wavelength and under an unconstrained environment, and the second image was 

captured in ideal conditions (constrained environment) with Near-infrared cameras (NIR). 

In the iris segmentation step, the iris’s inner and outer circular or uncircular boundaries are localized, and the 

regions that belong to other factors and cover or degrade the iris region should be removed. The upper and lower 

eyelashes, the eyelids, the eye pupil, and the iris regions that are affected by specular reflections are examples of 

these factors that should be detected and isolated from the iris region [13]. In the second step, the segmented iris  
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region is converted/normalized to a rectangular region 

to simplify the process of feature extraction. The third 

step called feature encoding or feature extraction is 

carried out on the segmented and normalized iris 

region by applying a convenient filter or feature 

extraction technique to produce the first version of the 

iris biometric template. Normally, the output of this 

step is two identical size arrays called iris 

template/code and iris mask. The iris code represents 

the unique features of the considered person, and the 

mask array is used to enhance the hamming distance 

results by excluding the non-iris pixels. In the fourth 

and last step, the extracted iris code is compared with 

one (verification) or more (identification) different iris 

codes to determine if they belong to the same person 

or not. The comparing process is usually done by 

calculating the Hamming Distance (HD) between the 

two compared iris codes [15]. Of the four steps of iris 

recognition, the second step which is iris segmentation 

is the hardest and most studied step in literature.  This 

is because this step processes directly the noisy iris 

image that may be affected by many real-world noise 

sources and dynamic environments. Moreover, all 

other iris recognition steps rely on its result. 

Consequently, if any error occurs in the segmentation 

step, it will directly affect the feature extraction step 

and cause degradation in the iris code [14]. 

(a) (b) 

Figure 1: Two iris images. (a) from the UBIRIS 

database, and (b) from the CASIA database. 

Since the first automated iris recognition was 

proposed in 1997 [7], many algorithms have been 

developed in this field where most of them focus on 

cooperative systems under controlled conditions. 

Recently, there has been increasing research attention 

to non-cooperative and unconstrained iris recognition 

systems that can work in non-ideal conditions. By 

reviewing the related work in iris recognition, we 

noted that most of the current iris segmentation 

methods ignore the color of the iris and prefer to deal 

with grayscale eye images directly [9,10,11]. Our 

main motivation in this work is that many false iris 

segmentation cases occur due to the wide color ranges 

of human iris regions and trying to deal with these 

heterogeneous colored irises using one methodology. 

Based on these observations, a new fast segmentation 

method that utilizes the iris color to boost the 

robustness and efficiency of the iris segmentation step 

is proposed. We believe that exploiting the color of 

the iris can significantly contribute to enhancing and 

simplifying the segmentation step, especially in 

unconstrained environments. The main contributions 

of this study are summarized as follows: 

1. A novel color-based iris segmentation algorithm for

images captured in unconstrained environments is

proposed. It first detects the color of the iris/eye and

then deals with each eye class independently using

different parameters.

2. A fast new method to estimate the pupil and iris

centers using a Haar-like feature is proposed. It can

quickly and efficiently search for the candidate

center of the iris and significantly reduces the region

of interest for the next steps in the segmentation

process.

3. A new method to detect the color of the iris is

proposed using the K-means clustering algorithm.

4. More convenient methods for unconstrained

environments to find and isolate non-iris regions

such as eyelashes, eyelids, and specular reflections

are proposed and utilized.

To the best of our knowledge, this paper is the first 

research that detects the iris color and utilizes it in the 

iris segmentation step. Our experimental results 

confirm the significance of classifying irises based on 

their colors where it enables the detection of complex 

and challenging noise regions that cannot be detected 

by most of the existing segmentation methods. 

This paper is organized as follows: Section 2 provides 

a brief overview of research on iris segmentation in 

unconstrained environments. A detailed description of 

the proposed color-based segmentation method is 

given in Section 3. In Section 4, we present and 

discuss the results of our experimental study. Section 

5 concludes the paper and gives some future work 

directions. 

II. RELATED WORK
This section provides a brief overview of the literature 

on iris segmentation in unconstrained and non-

cooperative environments. Over the past two decades, 

many algorithms have been proposed to deal with iris 

segmentation in non-ideal environments where most 

of which are developed by enhancing the traditional 

iris segmentation algorithms or adding more pre-

processing steps before segmentation starts. 

Segmentation methods can be classified into many 

categories using different criteria such as if the model 

is boundary-based or pixel-based [9] if the model 

starts by searching for iris, pupil, or sclera [10], and 

depending on the primary segmentation operator or 

approach [10]. 

One of the first methods used in iris segmentation is 

the integrodifferential operator. It was proposed by 

Daugman in his fully proposed iris recognition system 

[11]. This operator obtains excellent results in ideal 

conditions where its performance significantly 

degrades in noisy environments. In [12], the authors 

proposed an enhancement version of the 

integrodifferential operator of the former model to 

perform more efficiently in unconstrained 

environments. A multi-step clustering-based 

40



Color-based Iris Segmentation Int. J. Adv. Eng. Pure Sci. 2024, 36(1): <39-49> 

segmentation mechanism was proposed in [13] to 

obtain better results in noisy environments. In [14], 

the Hough transform was combined with the 

integrodifferential operator to overcome the problems 

of both methods and achieve better results. The 

authors in [15] focused on minimizing the execution 

time of the integrodifferential operator by utilizing the 

average square shrinking method.  

Circular Hough Transform (CHT) is one of the most 

popular methods used in iris segmentation in noisy 

environments [16]. Usually, it is used after applying a 

suitable edge detection method. Although CHT 

performs very well in unconstrained environments, it 

does have a high computational cost and assumes that 

the iris is circular [17]. In literature, many researchers 

have been working to address these two problems [18-

20] using several approaches. One technique is to

reduce the search region of the iris to decrease the

computational time of CHT [10]. One problem with

this model is dealing with the off-angle scenarios that

generate uncircular iris borders. In another interesting

research [42], the authors used a new color

segmentation method to exclude the affected regions

by visible light from the iris region. After that, the iris

and pupil are localized by applying two circular edge

detection.

To deal with the uncircular borders of the iris, the

active contour is a common technique proposed to

segment iris regions. For example, in [21], the outer

and inner boundaries of the iris are estimated using a

technique called geodesic active contours. In another

work [22], an adaptive iris segmentation method was

proposed using an updated geodesic active contours

model. In literature, many other iris segmentation

methods were presented by using different versions of

the active contours model [23], [24]. The main

problem of active contours algorithms is the high

sensitivity to noise which reduces their performance in

unconstrained environments.

As with many other image processing and computer

vision applications, deep learning and Convolutional

Neural Networks (CNNs) [25, 39, 40, 41, 43, 44] have

been effectively used in the iris segmentation step.

IrisParseNet [26] is one of the first attempts to propose

a deep learning-based framework to solve the iris

segmentation problem. The correlations between the

iris, sclera, and pupil were utilized to boost the iris

segmentation process. In [27], the authors proposed a

general deep learning method for all steps of iris

recognition (including iris segmentation) by designing

a fully convolutional neural network. The DeepIrisNet

[28] is another deep learning-based model that uses

highly deep architecture to detect the iris region

accurately.

As discussed in the previous section, all the current

iris segmentation methods deal with all types and

classes of the iris using one methodology which

causes many errors in the segmentation step because

of the wide possible color ranges of the human iris. At

the same time, most of the proposed iris segmentation

methods require a long execution time, which makes it 

slows down the execution in real-time scenarios. 

III. PROPOSED METHODOLOGY
This section describes the steps of our proposed color-

based segmentation algorithm. As described in Section 

2, common iris segmentation methodologies are 

designed to either deal with grayscale iris images 

directly or convert the colored iris image to grayscale 

image first then apply the remaining segmentation 

steps. In both situations, the color of the iris is 

ignored, and no more benefits are gained from the 

different available color spaces. One of the most 

common sources of segmentation errors is the high 

color variations of human irises. Most of the current 

iris segmentation algorithms that deal with 

unconstrained iris images are designed to work for 

normal and common human irises and they face some 

difficulties when dealing with very high or very low 

color intensities in the iris region. Figure 2 shows two 

samples of iris images from the UBIRIS v1 database 

[32] that have a high difference in color information.

In dark color iris, it becomes very difficult to

determine and remove the dark color noise factors

such as pupil and eyelashes, whereas in light color iris,

it is difficult to detect and remove specular reflections

that may occur in a visible wavelength environment.

Figure 2: Two sample iris images from the UBIRIS 

v1 database with light and dark colors. 

The proposed segmentation algorithm is designed to 

exploit the color information of the iris to achieve 

more robust and accurate segmentation with low 

execution time. The segmentation process begins with 

the estimation and detection of the color of the eye or 

iris, and then different segmentation and noise 

removal techniques are applied according to the 

detected iris color. Figure 3 shows the block diagram 

of the proposed segmentation algorithm. 

The essential point consists of determining the iris 

color and dealing with each iris color/type more 

specifically to accurately find the iris region pixels 

and remove the non-iris pixels. The process starts by 

searching for the expected iris region in the image 

then; the pupil of the eye is localized by applying the 

circular Hough transform on the output image of the 

previous step. Estimating the expected iris region is an 

essential step to eliminate a large portion of non-iris 

regions which helps in avoiding errors that occur in 

non-iris regions as well as reducing the searching time 
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Figure 3: The block diagram of the proposed color-based iris segmentation algorithm. 

Figure 4: The selected Haar-like feature to estimate the iris center. 

Figure 5: Determine the estimated iris centers for four sample images using our proposed Haar-like feature 

method. 

of the next steps. After removing the pupil region, the 

color of the iris is detected using the k-means 

algorithm. Based on the color of the iris, several color-

specific techniques are applied to accurately classify 

iris pixels and remove the non-iris regions. The color-

specific techniques enable higher accuracy of pixel 

classification and eliminate the noise sources with 

minimal computations. In the following subsections, 

we explain the steps of the proposed algorithm in 

detail. 

3.1 Iris Region Estimation 

Searching for the iris region can face two types of 

errors which are errors inside the iris region (such as 

pupil, luminance, and eyelashes), and errors outside 

the iris region (such as eyelashes, eyebrows, and glass 

frame). Dealing directly with the entire eye image 

exposes the segmentation algorithm to both error 

types. Therefore, many segmentation algorithms 

employ different pre-segmentation methods to delete 

the skin and sclera regions such as the k-means 

algorithm and thresholding techniques [10] [29]. In 

this paper, a new method inspired by Haar-like 

features is proposed to quickly search for the expected 

iris center [30]. Haar-like features are widely used in 

many object recognition algorithms such as the well-

known Viola-Jones face detection algorithm. The key 

advantage of Haar-like features over other techniques 

is its low computational cost since it can be calculated 

in constant time regardless of the used feature size. To 

find the estimated center of the iris, a Haar-like feature 

is applied to the iris image as shown in Fig. 4. The 

selected feature measures the difference in intensity 

between the iris region and regions around the iris 

from the two sides. This feature is selected based on 

observing that the iris region is often darker than its 

two sides which usually represent the sclera region. 

Another advantage of using this feature is that it is 

relatively insensitive to iris size and iris location. 

The Haar-like feature is moved over the input iris 

image, and it is calculated by subtracting the sum of 

the pixels that lie within the white rectangles from the 

sum of pixels in the black rectangle. We assume that 
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Figure 6: One sample iris image from each type of the five considered color classes. 

Figure 7: Distribution of the colors of iris images in the RGB color space. Clusters 1, 2, 3, 4, and 5 represent the 

light brown, blue, brown, dark brown, and hazel irises. 

the location where the Haar-like feature obtains the 

maximum value represents the expected iris center. 

Figure 4.c shows the resulting image after applying 

this step on a sample iris image. As expected, the 

feature obtains small values in the image edges and 

large values around the center of the image while 

moving over the iris. Note that this step is used to only 

decrease the search space for the next steps and the 

obtained iris center may not be exactly the real iris 

center. Figure 5 shows the detected iris center of some 

sample images from the UBIRIS database. 

3.2. Pupil Region Isolation 

Detecting and removing the pupil region in non-

cooperative environments is not a simple task as in 

controlled environments. This is because of the low 

contrast between the color intensities of the pupil 

region and the iris region, mostly in dark-colored eyes 

(see Fig. 3). Therefore, removing the pupil region in 

those environments needs more effort and specific 

handling. To address this issue, we used our 

previously proposed pupil isolating method [10], [6], 

which primarily employs the Canny edge detection 

and the circular Hough transform. This method is 

characterized by its high speed and low influence on 

other error factors in unconstrained environments. The 

following steps summarize this method: The iris 

image is enhanced by applying image-adjusting 

techniques to increase the contrast between the iris 

and pupil regions. 

1. The pupil searching area is minimized by

restricting the search region to only a small square.

The center of this square is equal to the expected

iris center obtained from the previous step.

2. The Canny edge detection is applied [31] to obtain

the binary edge image.

3. The circular Hough transform is applied to localize

the pupil region.

3.3. Iris Color Detection 

Detecting the iris color is a crucial step of our 

proposed segmentation algorithm since the remaining 

steps will be significantly affected by the obtained 

result from this step. By analyzing the iris images of 

the UBIRIS v1 database [32], we classified irises into 

five classes according to their colors. In the real world, 

there are more than five iris color types, but since our 

experimental results are conducted using the UBIRIS 

database only five iris colors are considered. The five 

classified colors are blue, mixed blue/green, and red 

(hazel), light brown, brown, and dark brown. 

Fig. 6 shows one sample image from each of the five 

color classes. As seen in the figure, the blue irises 

have the highest intensity values since they are closer 

to the white color. Hazel irises usually consist of two 

colors as described in the previous section. The other  
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Figure 8: Segmented iris images using the proposed color-based algorithm. 

three iris types in the UBIRIS database are the three 

different levels of brown color. We divided them into 

three types since the intensity difference between them 

is very high. To understand the overall perspective of 

iris colors, we experimented to view the average color 

of each iris image in the UBIRIS v1 database. The 241 

considered iris pictures for 241 persons are selected 

from the UBIRIS v1 database [32]. The irises are 

manually segmented, and all non-iris regions are 

removed, then we computed the average intensity of 

each iris for the three-color components of RGB color 

space which are red, green, and blue. After that, the 

iris images are classified into five clusters using the K-

mean algorithm. Fig. 7 shows the distribution of iris 

image colors in the RGB color space. 

By examining Figure 7, we can see that there is a wide 

variation in the color intensity levels of the considered 

irises. Intuitively, dealing with each color level 

separately in the segmentation process is much better 

than dealing with all these high ranges of colors as one 

class. Furthermore, dealing with each class differently 

enables us to solve the problems of each class without 

affecting on results of other classes which addresses 

the shortcomings of many existing segmentation 

algorithms. It is important here to remember that the 

proposed algorithm is scalable which means that we 

can simply extend it to be able to handle other types of 

irises such as green, red, and violet irises. 

Table 1 Low and high threshold values for the five 

considered color classes. 

Color 
Light 

brown 
Brown 

Dark 

brown 
Blue Hazel 

R 
L 75 52 5 85 80 

H 150 140 74 175 170 

G 
L 43 30 4 80 55 

H 120 95 65 178 143 

B 
L 22 20 1 65 35 

H 115 95 48 195 140 

3.4. Iris Region Localization 

Our iris region segmentation uses the RGB three color 

components to accurately characterize the pixels of the 

iris region from the other eye and noise pixels. For 

each color component, we calculated the minimum 

and maximum thresholds that can characterize the five 

different color classes. The limits of each color 

component are calculated by performing a preliminary 

experiment using the method presented in [5]. The 

difference in our proposed algorithm is that we 

estimate the minimum and maximum thresholds for 

each color class separately. To do this, a total of 241 

iris images for different 241 human eyes are used. By 

addressing each color independently, the algorithm 

becomes able to precisely find the iris pixels and 

exclude the non-iris pixels without struggling with the 

segmentation issues that appear in other segmentation 

algorithms [29]. The irises are manually segmented, 

and all non-iris regions are removed, then we 

computed the histogram of intensities for each color 

class using the three-color components of RGB color 

space. The thresholds are computed using 1.5α, such 

that α denotes the standard deviation of the intensity’s 

histogram for each color component. The lower and 

upper thresholds of each color class are given in Table 

1. A pixel is classified as an iris pixel if its red, green,

and blue intensity values fall within the range

determined by the minimum and maximum thresholds

of each color component for this color class.

The results of applying this step on a sample set of iris

images obtained from the previous step are shown in

Figure 8. By examining the segmented images in this

figure, it is noted that the proposed segmentation

algorithm can efficiently find and recognize iris pixels

from different color levels and accurately isolate the

sclera, eyelashes, and specular reflection pixels.

Although the proposed algorithm can isolate most of

the non-iris and noise regions without any extra effort,

there are still small regions that require to be removed

in some situations such as lower and upper eyelashes.

These situations occur normally when the iris color is
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dark as in brown and dark brown images where it 

becomes more difficult to separate the small regions 

of eyelashes from the iris region. For that reason, 

another step of noise cleaning is required to 

completely remove all non-iris regions from the iris 

region.  

3.5. Non-Iris Pixels Removal 

As described in the previous step, for some dark irises, 

the upper and lower eyelashes still need handling to be 

completely removed. In unconstrained environments, 

determining and removing the eyelash regions that 

cover some parts of the iris is one of the most critical 

and hard tasks since it occurs very often. The 

proposed segmentation algorithm utilizes our 

previously proposed eyelash removal technique to 

delete the remaining non-iris pixels from the obtained 

image in the previous step [10]. This technique is 

especially proposed to robustly deal with eyelashes in 

unconstrained and visible wavelength environments, 

and as a result, it was applied in many other 

segmentation methods [29], [33]. The efficiency of 

this technique is due to the detection of eyelashes from 

the sclera region rather than the iris region as other 

algorithms do. Consequently, it can successfully 

isolate the eyelashes since the intensity difference 

between the sclera region and eyelashes region is very 

high and provides much better results than trying to 

isolate them from inside the iris region. The following 

steps summarize how the eyelash removal technique 
works:  

1. Two rectangles in the sclera region are localized

from the two sides of the iris region.

2. The horizontal Canny edge detection is applied on

the two rectangle images to discover the edges

between the sclera and eyelashes/eyelids, and

then the resulting edge images are enhanced by

morphological operations to delete the small noise

points.

3. Locate the edge points on each side that represent

eyelashes/eyelids and draw the arc that connects

these two points to represent the eyelid location.

To draw this arc its radius and center are

calculated as explained in [4]. For the upper

eyelid, all points after this arc are considered

noise points that may belong to the upper

eyelashes or eyelids.

In some rare cases, we get some blocks inside the iris 

region that are considered noise or non-iris regions 

where they are part of the iris region in real. To handle 

such cases, we conduct another adaptive process to 

correct the classification of these blocks by using 

again the iris color. This process simply checks if the 

considered iris has a dark or light color. If it has a dark 

color like brown or dark brown and these blocks have 

large intensity values, then these blocks are considered 

specular reflections. Conversely, if the iris has a light 

color like the blue and these blocks have large 

intensity values, then these blocks are considered as 

parts of the iris region. 

IV. RESULTS AND DISCUSSION

In this section, we give a brief description of the

UBIRIS database that we used to test our

segmentation algorithm, and then present the obtained

results of comparing our color-based segmentation

algorithm with other methodologies.

4.1. UBIRIS iris database 

The UBIRIS [32] database is one of the most popular 

databases for iris recognition in visible wavelength 

and unconstrained environments. It is a publicly 

available database with 1877 images taken from 241 

persons. It simulates the unconstrained imaging 

conditions by providing different types of noise 

factors such as eyelid and eyelash iris obstruction, 

specular reflections, contrast, and different focus 

levels. The images of UBIRIS can be classified into 

different classes based on three parameters focus, 

reflections, and the visibility of the iris using three 

scale levels which are good, average, and bad. To 

investigate the performance of our algorithm, we 

considered all the 1877 images of the UBIRIS v1 

database that have 800/600 resolution. Figure 1 and 

Figure 6 give some examples of the images of this 

database. As shown from these figures, UBIRIS v1 

includes a diverse set of irises with different features 

and colors which makes it suitable for training and 

testing our proposed algorithm.  

4.2. Results 

The proposed segmentation algorithm is implemented 

using MATLAB software. As we described in the 

previous section, the iris region is estimated first using 

Haar-like features then the pupil is localized and 

removed. After that, the color of the iris is detected 

using the k-means algorithm, and accordingly, a set of 

different thresholding techniques are applied to 

determine the pixels of each iris type. Finally, a set of 

robust techniques is conducted to clean the remaining 

non-iris pixels.  

Figure 9 shows a sample of segmented iris images 

after applying our iris segmentation algorithm. The 

first row represents the original iris images; the second 

row shows the images after removing the pupil and 

upper eyelids regions and marking them with black 

pixels. In the third row of the figure, we give the 

binary images after detecting the color of the iris and 

classify its pixels accordingly. The segmented images 

confirm the high efficiency of our proposed 

methodology in both determining the iris regions and 

isolating the noise regions especially those that occur 

as a result of specular reflections and upper eyelashes. 

While our algorithm can accurately isolate the 

specular reflection regions, many proposed 

segmentation algorithms fail or face some difficulties 

in dealing with such challenging tasks especially when  
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Figure 9: A sample set of segmented irises using the proposed color-based algorithm where the third row 

represents the binary image of the segmented iris region. 

Table 2: Performance summary of the proposed segmentation algorithm concerning other methods. 

Method 
Tested 

Images 

Iris 

(%) 

Pupil 

(%) 

Eyelashes 

and eyelids 

(%) 

Time (s) 

Daugman [10] UBIRIS v1 95.22 95.22 - 3.20

Wildes [14] UBIRIS v1 98.60 96.60 95.32 2.31 

Sahmoud et al. [4]  UBIRIS v1 98.12 96.52 96.12 1.90 

Fast Multi-Models [5] 600 96.75 96.25 96.75 1.12 

Fourier spectral [35] UBIRIS v1 98.49 94.47 - - 

Proposed Algorithm UBIRIS v1 98.92 98.01 98.76 1.64 

working under visible wavelength environments. The 

results show that our algorithm can detect all types of 

specular reflections and shadows that most other 

algorithms fail to detect. We found that even in the 

binary truth table images that are used in testing the 

performance of segmentation methods or training the 

models to deal with iris segmentation, there are some 

undetected regions for shadow and specular 

reflections that our proposed algorithm can detect. 

Table 2 summarizes the results of our comparative 

study to investigate the segmentation performance 

between the proposed algorithm and other previously 

proposed algorithms. To assess the performance of 

algorithms in detail, four performance metrics are 

considered to measure the efficiency of algorithms, 

iris segmentation accuracy, pupil isolation accuracy, 

eyelashes and eyelids isolation accuracy, and average 

execution time in seconds. For the iris, pupil, and 

eyelashes the accuracy is obtained by visual inspection 

of each iris image as done in [10], [35]. A correct 

segmentation is considered when the detected iris, 

pupil, and eyelid borders fall exactly into the real 

borders of these objects. While some researchers use 

the ground truth of manually segmented iris images to 

compare their proposed segmentation algorithms, we 

prefer not to use it for two reasons. First, there is no 

full ground truth available for the UBIRIS v1 database 

and second, most of the available ground truth binary 

images ignore some noise factors such as specular 

reflections and shadows which causes unfair 

comparison. The average segmentation time is 

obtained by considering the mean processing time of 

100 iris images. All the algorithms except the Fourier 

spectral algorithm were implemented and tested in 

Matlab where implementations are not perfectly 

optimized for fast execution speed. Since there is no 

available public code for the Fourier spectral method, 

we report the result presented in [34]. 

From the results of Table 2, it is observed that the 

proposed segmentation algorithm performs better than 

most of the other compared algorithms even in the 

presence of noise factors under non-ideal conditions. 

It obtained the best segmentation accuracy in the 

pupil, eyelashes, and eyelids, the second-best results 

regarding time, and the third-best results for the iris. 

Wildes’ method [7] achieved the best results with a 

slightly better result than the proposed algorithm, but 

it faces some difficulties in dealing with eyelashes and 
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pupil regions where its performance decreases to 95.3 

and 96.6 respectively. Moreover, it spends 40% more 

time on average than the proposed algorithm. On the 

other hand, Daugman’s algorithm [3] which was 

originally developed for cooperative environments 

was significantly affected by existing noise factors in 

the UBIRIS database and obtained around 4.8% 

percentage of false segmentation. One reason for this 

is the low image quality of noisy images which is 

considered insufficient for the integrodifferential 

operator to work efficiently. Sahmoud et al. [10] 

algorithm performs well in iris and pupil 

segmentation, but it is observed that it fails in some 

complex eyelashes and shadow situations. Moreover, 

both Sahmoud et al. [10] algorithm and Wildes’ [7] 

algorithm assume that the iris is circular which causes 

some inaccurate results in the off-angle iris images. 

The fast multi-model method [29] needs both training 

and testing sets; therefore, we tested it under 600 

images only. It achieved acceptable results, but it is 

still not as good as other algorithms since it 

concentrates on execution speed more than 

segmentation accuracy. For mPA metrics results, our 

proposed algorithm obtained the second-best results 

whereas the DFCN algorithm achieved the best 

results. One reason for this is the high efficiency of the 

deep learning approach used in DFCN which is one of 

our future work points. 

Figure 10: A sample set of binary images that 

represent the segmented irises using the proposed 

color-based algorithm. 

Note that the iris color can be also important in soft 

biometrics where the color and the size of the eye are 

included in the features for human identification and 

verification processes. Fig. 10 shows the binary 

images for a set of segmented irises using the 

proposed color-based algorithm. The binary images 

clearly demonstrate the ability of the proposed 

algorithm to deal with diffident levels of eyelids and 

eyelash occlusions. Furthermore, the specular 

reflections and shadows are accurately isolated from 

the iris regions. According to our results, most 

UBIRIS iris images are exposed to specular reflections 

from the right sides of the irises more than the left 

sides. 

Regarding the execution time of the compared 

algorithms, we observed that the fast multi-models 

method [29] is the fastest. This result is reasonable 

since it utilizes a multi-thresholding mechanism to 

detect iris pixels in different color spaces. The 

proposed method’s computation time is the second-

best one followed by Sahmoud et al. method. Note 

that the implementation of these algorithms is not 

optimized well to have low computation time, we 

believe that with more code optimization and by 

implementing our method using C++ the computation 

time can be significantly enhanced. On the other hand, 

the proposed algorithm sometimes fails in segmenting 

iris images in special cases. Fig. 11 shows some 

examples of failed or non-accurate classified iris 

images. The main issue of the proposed algorithm is 

when we have two high and low-intensity colors in the 

same iris as shown in Fig. 11. In this case, the 

proposed algorithm may exclude some iris regions and 

consider them as specular reflections or noise. In 

addition, our algorithm may face some difficulties 

when handling images of individuals with glasses 

especially when the glasses frame includes diverse 

colors that interfere with the iris colors. 

The high speed of the proposed algorithm compared to 

other algorithms enables it to be used efficiently in 

real-time or online applications without affecting the 

segmentation efficiency. Dealing with each iris color 

level separately can enhance the segmentation results 

(as shown in Table 2) and reduce the iris regions that 

are excluded falsely during noise-cleaning techniques. 

Moreover, the proposed algorithm can be used as a 

first processing step for other medical or eye-tracking 

algorithms. 

V. CONCLUSION

In this paper, we proposed a new robust iris 

segmentation algorithm that utilizes the color 

information of human eyes to enhance the iris 

segmentation step in unconstrained and non-

cooperative environments. While most of the current 

iris segmentation methods ignore the iris color, the 

proposed algorithm benefits from it and uses it to deal 

with each color separately more specifically during 

segmentation. In the first step, the expected iris center 

is estimated using Haar-like features, and then the iris 
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color is detected by using k-means clustering. 

Accordingly, a color-convenient segmentation 

algorithm is applied to classify the pixels of the 

candidate region into iris and non-iris pixels. To 

remove the other noise factors such as eyelids, 

eyelashes, luminance, and shadows, several robust 

noise removal techniques are applied. Our 

experimental results on the UBIRIS database 

demonstrated the robustness of our algorithm against 

different noise factors and non-ideal conditions. 

Moreover, the results prove the efficiency of dealing 

with each iris color set separately which significantly 

decreases the false segmentation errors and enhances 

the performance of the iris recognition system. The 

results confirmed the efficiency of the proposed 

approach compared to other state-of-the-art algorithms 

from different approaches. In addition, the proposed 

algorithm showed promising results regarding the 

execution time since the results showed that the 

proposed method is faster than other approaches by 

23% on average while still obtaining competitive 

accuracy results.  

 In future work, we are planning to extend our work 

by including other iris colors that do not exist in the 

UBIRIS database such as green and red iris colors. In 

addition, optimizing the code of our algorithm and 

merging it with current CNN algorithms is another 

planned research work [38]. 
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