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Abstract

Camel Traveling Behavior Algorithm (CA) is a nature-inspired meta-heuristic proposed in 2016 by
Mohammed Khalid Ibrahim and Ramzy Salim Ali. There exist few publications that measure the
performance of the CA on scientific literature. CA was implemented to global optimization and some
engineering problems in the literature. It was shown that CA demonstrates better performance than
Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) in global optimization. However, it
gives poor solutions at combinatorial optimization as well as in traveling salesman problems (TSP).
Besides, a modified camel algorithm (MCA) was applied in the field of engineering and was proved
that it is better than Cuckoo Search (CS), PSO, and CA. Therefore, it is a need for improvement in CA
by hybridizing with a constructive heuristic (Nearest Neighbor Algorithm-NN). A set of thirteen
small and medium-scale datasets that have cities scales ranging from 29 to 195 was used in the
comparative study. The results show that the hybrid algorithm (HA) outperforms Tabu Search (TS),
GA, CA, and Ant system (AS) for 70% of all datasets, excluding wi29, eil76, pr76, and rat99. Also, it
was given that a detailed analysis presents the number of best, worst, average solutions, standard
deviation, and average CPU time. The metrics also stress that the hybrid meta-heuristic
demonstrates 64% performance in finding acceptable solutions. Finally, the hybrid algorithm solves
the discrete problem in short computational times when compared to other test algorithms for
small and medium-scale datasets.

Anahtar Kelimeler: Camel Algorithm, Hybrid Algorithm, Meta-heuristics, Traveling Salesman Problem

0z

Deve gezgin davranisi algoritmasi (CA) 2016 yilinda Mohammed Khalid Ibrahim ve Ramzy Salim Ali
tarafindan oOnerilmis, dogadan ilham alan bir meta-sezgiseldir. Bilimsel literatiirde CA’ nin
performansin1 Olgen birka¢ ¢alisma bulunmaktadir. CA literatiirde global optimizasyon ve
mihendislik problemlerine uygulanmistir. CA’ nin global optimizasyonda parcacik siirii
optimizasyonu ve genetik algoritmadan daha iyi performans sergiledigi gosterilmistir. Buna karsin,
bu algoritma gezgin satici probleminde oldugu gibi kombinatoryal optimizasyonda diisiik kaliteli
¢oziimler vermektedir. Bunun yaninda, degistirilmis deve algoritmasi mihendislik alaninda
uygulanmistir ve CS, PSO, CA’ dan daha iyi oldugu ortaya koyulmustur. Bu sebeple, CA’ nin tur
olusturucu bir sezgiselle (En yakin komsu algoritmasi-NN) hibrid edilerek iyilestirilmesi ihtiyaci
bulunmaktadir. Bu karsilastirmali uygulamada, 29-195 arasinda degisen boyutlarda sehir iceren 13
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kiigiik ve orta 6lgekli veriseti kullanilmistir. Sonuglar, hibrid algoritmanin (HA), tabu arama (TS), GA,
CA, ve karinca sistemine (AS) gore wi29, eil76, pr76, ve rat99 disinda biitiin verisetlerinin %70 inde
daha tistiin oldugunu gostermektedir. Calismada, detayli bir analiz verilerek en iyi, en kotii, ortalama
¢oziimler, standard sapma, ve ortalama CPU zamanlari sunulmaktadir. Metrikler, ayrica hibrid meta-
sezgiselin kabul edilebilir ¢éziimleri bulmada 64% performans sergiledigini vurgulamaktadir. Sonug
olarak, hibrid algoritma kiiciik ve orta 6l¢ekli verisetlerinde diger test algoritmalarina kiyasla kesikli
problemi daha kisa hesaplama zamanlarinda ¢6zmektedir.

Keywords: Deve Algoritmasi, Hibrid Algoritma, Meta-sezgiseller, Gezgin Satict Problemi

1. Introduction

Combinatorial optimization is a challenging
research field in operations research. In
addition, solving discrete problems using meta-
heuristics is a popular methodology in the
scientific literature [1-3]. Heuristics are
generally problem-based approaches that bring
near-optimal solutions to specific optimization
problems [4-7]. On the other hand, meta-
heuristics have been successfully applied to
many combinatorial problems in literature.
There are lots of meta-heuristics developed in
recent years. Some important meta-heuristics
are simulated annealing (SA), tabu search (TS),
genetic algorithm (GA), ant colony optimization
(ACO), harmony search (HS), artificial immune
system (AIS), differential evolution (DE), firefly
algorithm (FFA), bat algorithm (BA), and black-
hole algorithm [8-17].

Meta-heuristics do not guarantee optimal
solutions. Thus, the deviations of solutions are
getting larger when the size of problem data
increases. In principle, the most appropriate
methodology should be used with the preferred
data size. Population-based meta-heuristics
generally give better solutions than trajectory-
based meta-heuristics. The initial population
may be randomized or start with a constructive
heuristic. Initially, a randomized population
demonstrates lower performance than a
population that starts with a heuristic. Starting
with a heuristic provides more diversification
and also intensification during  the
computational process. The algorithm searches
unexplored areas and would find new solutions
in the solution space. Conversely, intensification
means that the algorithm adjusts the
exploitation and converges to the optimal
solution. Improving and hybridizing meta-
heuristics are convenient ways for optimization.
They generally give better solutions than other
algorithms  [18-22]. Meta-heuristics find
application in mathematics, engineering,
computer technology, production, logistics, oth-
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er arts, and sciences.

Camel algorithm stimulates the traveling
behavior of camel caravan in the desert under
difficult conditions. The algorithm searches
optimal solutions at an initial level of endurance
and supply in cases that change according to a
mathematical equation. However, temperature
affects endurance and changes randomly in
computation. CA generally solves the
optimization problems at a reasonable level
[23-26]. Although modified camel algorithm is a
good methodology for engineering
optimization, there is still a gap for research to
improve the performance of CA [24-26].

Camel herds algorithm (CHA) is another swarm
intelligent algorithm that depends on the
behavior of the camels in the natural wild
conditions, each herd has a leader, searching
food and water under a level of humidity with
neighboring strategy [27, 28].

In this study, the hybrid algorithm is applied to
measure the performance in solving the
traveling salesman problem (TSP). The
traveling salesman problem is an NP-hard
problem for evaluating the performance
analysis of the optimization algorithms. The
objective of the salesman is to find the optimal
tour that covers all cities and return to the
initial city.

The rest of the paper is organized as follows: In
Sect. 2, the discrete problem and the used
methodology are clearly explained. The
experimental results are given in Sect. 3. Finally,
in Sect. 4, the conclusions and future work are
discussed.

2. Materials and Methods
2.1. Traveling Salesman Problem

The traveling salesman problem (TSP) is a
broadly discussed and popular benchmark
problem in the field of combinatorial
optimization. The researchers try to solve the
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problem by using various exact, heuristic, and
hybrid methods. Even if exact methods solve the
problem optimally, it requires longer
computational times than other methods. In
traveling salesman problems, there exist
dispersed locations in the space; so the
objective is to minimize the distance or time
under some of the side constraints, such as
budget, capacity, fuel, and others. TSP can be
examined as constraint, data, distance,
objective, routing, salesman types, and the
number of the salesman. In the past researches,
TSP has been investigated in referred types and
variants: symmetric TSP, asymmetric TSP,
euclidean TSP, double TSP, multiple TSP,
sequential  ordering problem, traveling
purchaser problem, capacitated vehicle routing
problem, and many others [29-37]. In
symmetric (basic) TSP (s-TSP), the symmetric
matrices  that have equal distances

(dij = dji) between cities are used for the

problem. Otherwise, if asymmetric matrices are
used (dij * dji) for at least one edge, then

the TSP turns into asymmetric TSP (a-TSP). If
two salesmen travel along the tour, it
specializes to double TSP (d-TSP). If multiple
salesmen (m-TSP) travel, it is named as multiple
TSP (m-TSP). There exist important
applications of variants, such as the traveling
purchaser problem and the vehicle routing
problem.

Although it can be found optimal solutions to
some combinatorial problems, there is no
polynomial algorithm for the traveling salesman
problem (TSP). It is still an NP-hard problem. If
a large size of data is used, the search of feasible
regions of solution space becomes impossible.
When a different data structure or any complex
type of problem is used, the computational time
of TSP gets long. Thus, classical and more
effective meta-heuristics are the potential
solvers for the referred problem.

In the mathematical description of the problem,
the cities, edges, sets, and vertices: T' is the set
of N cities, G is the set of the edges, and
Dy = (dij) is the distance matrix between
city i and city j. B, = {n, vy, ...,v,, v} is the
permutation set of the candidate tours for

k=123 ...

vertex; V  represents the nth vertex of all the

.y M. V; represents the first

permutations. Then, the model of the discrete
problem is shortly given in Eq. 1.

n-1
Min. Z (dvi,vi+1) + anrV1 (1)
i=1

The Euclidean distance is implemented to
calculate the distance between cities using Eq.2.
In Eq. 2, the x;, x; represent the x coordinates of
euclidean nodes, and the y;, y; represent the y
coordinates of these nodes.

dy= =) + (=)’ @)

2.2. Nearest Neighbor Algorithm

The Nearest Neighbor algorithm (NN) is a
greedy heuristic algorithm that starts a random
tour by selecting and adding the nearest cities
to the last added city in the tour until the
traveling salesman visits all the cities at once.
[38]. Although it solves the TSP worse than
other algorithms, it strengthens the weakness of
meta-heuristics when it is initially used. In this
study, the NN algorithm is applied to all of the
tours in the population as follows:

Step 1. Select a random city, and add it to a tour
in the population

Step 2. Sort the distances to the current city
(last city),

Step 3. Select the nearest unvisited city,

Step 4. Add the nearest city to the tour,

Step 5. If the tour is not completed, go to step 2.
Step 6. Exit the program if traveling salesman
visits all the cities.

2.3. Discrete Hybrid Camel Algorithm

The camel algorithm (CA) has rising interest
since it was put forth in the literature. The
principle of the camel algorithm is based on the
traveling behavior of camels during a long time
horizon. In the CA, the camel caravan is looking
for the optimal positions and trying to live with
the food supply. Therefore, they both survive
and bear the burden in the long run under strict
conditions. In the camel caravan, each camel has
its supply (S), temperature (T), and endurance
(E). The minimum and maximum temperatures
are Tmin and Tmex. The current temperature

(T:e™ ) is changing using Eq. 3.
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Tri'éssr = (Tmax - Tmin) *rand + Tmin (3)

Current endurance (E5-¢" ) alters with the cur-

rent temperature and increasing #of iterations.
The endurance is defined as below in the basic
camel algorithm using Eq. 4. Trsteps represents
the current iteration number, and the
Totalsteps represents the maximum iteration

number. E-ter indicates the previous

past
endurance level of each camel in the population
in Eq. 4.
iiter _ piiter Tyi}it‘sr
Edow = Epast * (1 " Toax

" (1 _ Trsteps ) (4)

Totalsteps

Here, it needs an improvement during the com-
putation of the algorithm. In this study, the
camel algorithm hybridizes with a constructive
heuristic (Nearest neighbor), and then it is
compared with the test algorithms. In the CA,
the supply of camels (water and food) is
randomly decreasing with the increasing
number of iterations. That is so; supply is the
critical factor that affects the position of the
camel caravan during the journey.
- (0,1] is a purden factor that reduces
previous supply and renews the
needs of camel caravan. The supply equation of
camels is in the following by using Eq.5.
(5)

Syl = Syiel « (1 —w

Trsteps )
past

Totalsteps

The original position updating equation of each
camel is realized in Eq. 6.

ijo o bj _ Ehiter
Xnow = Xo1d +rand * (1 i,iteur/
initial
iiter

texp (1- ) (6)

initial

* (x;est - min(x(i)'ljd))

In traveling salesman problem, the objective
values of solutions are taken as the position of
candidate solutions in dimensional space.

iiter
initial

Sriow 7
* exp (1 - Si,iter ( )
initial

* (BObj — min(0bj%,))

Objyi3y = Objyjy +rand » (1 - E%‘EJ)

The neighborhood solutions are compared with
the objectives found via Eq. 7 in Eq. 8.

NeighObjie™ < opjLiter ®
OBJLLET = NeighObjLis

If the candidate solution is lower than the
objective value found in Eq.7, then the new
current solution is the neighborhood value.
Otherwise, the new current solution is assigned
as the previous value of the solution. When the
camel has better solutions in the solution space,
then the oasis condition will occur and the
supporting factors are increased as in Eq. 9.

fitnesspe’ > fitnesso"
iiter __ ciiter
Spast - Sinitial (9)

iiter _ pi,iter
Epast - Einitial

In this algorithm, the dimension of space is used
to select the best locations and increase the
candidate solutions (j-loop). The pseudo-code of
the discrete algorithm is shown in Figure 1.

Camel Algorithm (CA)
Initialize Camel caravan with NN algorithm.
Initialize Camel Algorithm parameter
values.
Compute Camel Caravan objective function
and find the current best objective.
While (Counter < Total journey steps)
Fori=1: Camel Caravan
For j=1: Dimension of Space

i,iter i,iter i,iter .
T.. L E.. .S, usingEgs. 3-5.
Update camels’ locations using Eq. 7.
End Forj
End For i
Decide the acceptance of new camels’
locations using Eq. 8.
If (oasis condition occur)
Replenish Supply and Endurance using
Eq.9
End If
Rank Caravan individuals and find the best
camel in the caravan
End While
State the final results (Final Statistics)

Figure 1. Pseudo-code of the Discrete Hybrid
Algorithm (DHA)
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3. Experimental Results

The 13 small and medium-scale datasets rang-
ing from 29 to 195 nodes (cities) were selected
from the TSPLIB library in the implementation.
In this section, all of the experimentations were
run on Intel® Core™ i7 3520-M CPU 2.9 GHz
speed with 8 GB RAM using Matlab. The meta-
heuristics which are CA+NN, CA, AS, GA, and TS
are compared to demonstrate the performance
of the hybrid algorithm. All the meta-heuristics
were run 10 times independently using stand-
ard (adequate) parameters for all the datasets.
The application has been implemented using
200-3000 standard iteration numbers for each
dataset and increasing number of data (29-
195). The current parameter setting has been
also used for different studies in the literature
[17,23, 26, 39-41]. In the TS algorithm, the tabu
length (L=30) is the optimal parameter. In GA,
the crossover rate is 0.80, the mutation rate is
0.02. In GA, the crossover is one-point reversing
type, and the mutation is the one-point operator
. In CA, the dimension of space (dim=10), min.
and max. temperature (Tmin=0, Tmax =100), initi-
al endurance and supply (Init_End=1, Init_Supp
=1), visibility threshold (Vis=0.5), dying rate (d-
ye_rate=0) are the adequate parameters. In AS
(Ant System), # of ants=20, alfa=1, beta=5, eva-
poration rate (p = 0.7), Initial-Feremon=25. T-
he population size is set to 100 for all the popul-
ation-based meta-heuristics (GA, CA, and HA).

The distinct neighborhoods are used to produce
new solutions in every iteration of the algorit-
hm. The selected neighborhood operators gene-
rate new solutions [42, 43]. In this article, two
operators; insert and swap_reverse are relative-
ly diversified operators than swap and reverse
operators. Thus, swap and reverse cause inten-
sification in the TSP solution space. In this app-
lication, increasing iteration number is better
because of using those operators and relatively
large size of data [44]. Each operator is chosen
respectively and applied once in each step. As
previous papers indicate, multiple operators
can search for feasible solutions [43, 45]. In su-
mmary, instead of using a single structure, it is
expected to give near-optimal solutions when
multiple structures are used. Then, the use of
the best operator is defined by the minimum
result of the combined operators using Eq. 7.

MNHs(x) = min

(swap (x), insert(x), reverse (x)) %)
swap_reverse(x)

The hybrid algorithm (CA+NN) finds acceptable
solutions in reasonable times using the multiple
neighborhood technique that is highly plain, st-
able, and stark approach at 200-3000 iterations.

Table 1. Computational results of algorithms on the small and medium-scale TSP instances

TSP Measure TS GA CA AS HA
wi29 Best 27748.7 27603 27620.8 31844.9 28028.2
(27603) Worst 30660.9 28189.8 31173.4 32812.1 29842.5
Avg 29246.2 27807.3 28617.8 32098 28722.6
Std. 1026.29 210.25 1074.28 410.63 627.8
Time 0.39 16.73 14.71 16.07 3.33
Number 1000 1000 1000 200 200
dj38 Best 7352.64 6659.43 6659.43 7896.11 6715.41
(6656) Worst 8756.95 7711.26 8615.18 8234.19 6963.65
Avg 8040.57 6859.56 7566.3 8031.35 6847.38
Std. 461.66 357.2 615.77 174.58 81.75
Time 0.28 21.16 17.26 26.91 291
Number 1000 1000 1000 200 200
eil51 Best 492.28 472.49 486.69 469.12 456.78
(426) Worst 592.64 522.5 565.71 502.02 491.15
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berlin52
(7542)

st70
(675)

eil76
(538)

pr76
(108159)

rat99
(1211)

kroal00
(21282)

Avg

Std.
Time
Number
Best
Worst
Avg

Std.
Time
Number
Best
Worst
Avg

Std.
Time
Number
Best
Worst
Avg

Std.
Time
Number
Best
Worst
Avg

Std.
Time
Number
Best
Worst
Avg

Std.
Time
Number
Best
Worst
Avg

Std.
Time

Number

534.03
27.37
0.23
1000
8582.17
10422.7
9387.1
586.83
0.3
1000
838.07
1067.51
971.7
63.41
0.33
1000
635.1
744.06
689.02
30.31
0.51
2000
135971
148044
140374
3664.91
0.49
2000
1548.38
1616.62
1585.45
25.69
0.67
2000
30145.5
37467.5
34131.5
2258.21
0.9
3000

500.2
17.11
42.46
1000
8148.64
9079.47
8598.49
316.7
44.67
1000
975.16
1082.02
1015.08
37.27
67.78
1000
639.45
691.46
658.69
17.07
116.38
2000
120259
135551
127237
3925.47
81.18
2000
1400.99
1507.61
1452.62
33.86
131.43
2000
26257.8
323914
29876.3
2052.4
218.1
3000

511.05
22.71
18.1
1000
8689.26
9939.23
9375.6
503.79
16.72
1000
961.18
1081.82
1001.55
42.1
19.58
1000
632.48
786.14
709.98
39.51
41.88
2000
137215
162441
149411
8172.79
42.61
2000
1797.07
2125.63
1985.9
128.71
46.76
2000
31587.8
35904.8
33535.3
1782.45
74.93
3000

482.02
11.16
42.89
200
8164.06
81713
8166.23
3.5
47.98
200
777.83
820.75
793.18
13.23
82.42
200
591.18
616.07
606.14
7.5
139.66
300
125072
135027
130002
3193.45
135.78
300
1382.35
1420.08
1387.81
12.52
235.11
300
25073.4
26747.6
26160.6
508.83
397.39
500

474.18
11.71
3.24
200
7819.25
8120.48
7923.54
100.1
3.65
200
761.32
787.45
778.84
7.58
4.26
200
616.09
628.4
622.37
3.39
6.77
300
127090
134121
132463
2194.7
6.93
300
1400.29
1464.95
1425.42
21.59
7.71
300
23842
25096.7
24402.2
428.86
12.12
500
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Table 1. continued

TSP Measure TS GA CA AS HA
eil101 Best 834.49 739.83 855.39 739.57 707.97
(629) Worst 934.33 845.27 956.45 761.54 742.34
Avg 888.78 802.91 900.57 751.94 722.76
Std. 3591 31.69 36.98 8.97 11
Time 0.8 219.38 73.85 402.71 12.1
Number 3000 3000 3000 500 500
bier127 Best 157508 154973 162329 129830 127783
(118282) Worst 184032 178577 201660 130775 130247
Avg 170867 166766 183272 130033 129155
Std. 7432.93 7614.92 10385.6 264.18 677.55
Time 0.92 304.9 80.94 670.66 15.28
Number 3000 3000 3000 500 500
kroal50 Best 49136.7 47847.4 45872.6 31929.9 30460.7
(26524) Worst 58658.5 56249.1 63081.3 322918 31561.6
Avg 55770.3 51916.7 54840 32028.5 31038.8
Std. 3089.75 2335.07 4790.61 131.05 309.95
Time 1.01 416.89 93.49 912.53 15.43
Number 3000 3000 3000 500 500
rat195 Best 3146.73 4135.58 4808.79 2691.89 2639.52
(2323) Worst 3362.49 4709.22 5680.26 2809.67 2760.63
Avg 3259.5 4358.68 5180.3 2729.68 2711.97
Std. 68.47 208.62 312.98 43.41 40.49
Time 1.66 549.39 110.85 1735.76 19.57
Number 3000 3000 3000 500 500

Table 1 shows the experimental results and
comparison between HA, AS, CA, GA, and TS. In
this table, the results are given as best, worst,
average solution, standard deviation, and CPU
Time.

As inferred from Table 1, it can be observed that
the quality of the hybrid algorithm (CA+NN) is
better compared to AS, CA, GA, and TS for 70%
of all datasets, excluding wi29, eil76, pr76, and
rat99. Besides, in Table 2, HA finds 33, AS finds
12, GA finds 7, CA finds 1, and TS finds never
acceptable solutions among 52 best results. In
summary, Table 2 shows that the hybrid
algorithm outperforms AS, CA, GA, and TS for
64% of all solutions.

731

HA (CA+NN) and AS have reasonable standard
deviations among all the algorithms. A low
standard deviation specifies that the hybrid
algorithm is a more stable approach to find the
acceptable results. Lastly, the hybrid algorithm
solves the TSP problem in competitive times
(8.72 secs.) in comparison to test algorithms for
small and medium-scale instances.

In general, the experimental analysis shows that
the hybrid algorithm is a robust and clear
approach for solving the symmetric traveling
salesman problems. This hybrid meta-heuristic
would give better results and low standard
deviations in short iteration numbers as
compared to the other test algorithms.
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Figure 2. A set of solutions found by the hybrid algorithm (HA)
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Figure 2 shows a set of solutions found by the
hybrid algorithm on the small and medium-
scale TSP instances.

4. Conclusions and Future Work

In recent decades, solving discrete problems via
modern meta-heuristics is a popular research
area. In this paper, the hybrid algorithm is
implemented to the symmetric TSP instances.
To evaluate the performance of the hybrid
algorithm, it has been tested on 13 benchmark
datasets. The computational results show that
the hybrid algorithm can find better solutions
compared to the ant system (AS), camel

algorithm (CA), genetic algorithm (GA), and
tabu search (TS) for 70% of all datasets and
64% of all solutions. As CPU time is considered,
the hybrid algorithm is quite fast (8.72 secs.) to
find the acceptable results.

In future studies, the hybrid algorithm can be
further improved and combined with other
meta-heuristics to optimize the effectiveness
and efficiency of the algorithm. Furthermore,
many comparative studies can be done in
scheduling, assignment, timetabling, routing,
and other combinatorial problems.

Table 2. The #of best-average-worst solutions and average CPU time

Algorithm Best Worst Average ;Zl‘f;gfi;i ';,;f;’;ag € cPU
HA 8 10 6 8.72

AS 2 2 6 372.76

CA (€8] 0 0 50.13

GA 3 1 1 171.57

TS 0 0 0 0.65
Acknowledgment generalized insertion heuristic for the traveling sal-

The author thank the reviewers for their valuable
comments and suggestions, which increased the clarity
and scope of the article.
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