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Mean and Standard Deviation for Open-Ended Grouped Data 

Highlights 

 Estimation of open-ended boundaries for grouped data  

 Interdecile, interpercentile, and the mid-distance ranges for estimating the open-ended boundaries 

 Calculating adjusted mean and standard deviation via estimated boundaries  

 A suggested  modification on MDR 

Graphical Abstract 

 
(a) The RMSE results of 𝐿𝐵1 

 
(b) The RMSE results of 𝑈𝐵𝑘 

Figure. The RMSE results of the unknown boundaries by percentage of outliers where 𝜎 = 6 

Aim 

It is suggested using IQR, IDR, IPR, and MDR to calculate the population mean and standard deviation in open-

ended grouped data. This approach will be a kind of modification of the mid-distance range. It is aimed to compare 

these methods by their performance to estimate unknown category boundaries, to estimate mean and standard 

deviation. 

Design & Methodology 

A Monte Carlo simulation study is conducted to evaluate and compare four different methods to estimate the open-

ended boundaries of frequency tables. The simulation space of the Monte Carlo study is composed of 216 different 

combinations. 

Originality 

This paper proposes four modified methods to estimate the population mean and standard deviation in open-ended 

group data. 

Findings 

The simulation results show that in case of no outliers, all methods perform well. When the number of categories 

increases, the value of RMSE and MAE of mean and standard deviation also increase; this case became more obvious 

for 20% percent outliers. 

Conclusion 

While the most appropriate measures of central tendency in open-ended data seem to be median, the proper 

application of mean among the proposed methods would be more useful. 
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 ABSTRACT 

Frequency table of continuous quantitative data is arranged so that to describe the data better and convenience of numerical 

calculations. There are some difficulties to calculate the descriptive statistics of open-ended grouped data. Because the formulations 

of mean and standard deviation are based on midpoints, and midpoints are based on class intervals, it is necessary to know the 

lower-most and upper-most categories. In the previous studies, the interquartile, interdecile, interpercentile, and mid-distance 

ranges were used to estimate the unknown boundaries. This paper proposes four methods to estimate the population mean and 

standard deviation in open-ended group data. We conduct an extensive Monte Carlo simulation to compare these methods and the 

results are discussed over CO2 emission data.  

Keywords: Frequency tables, open-ended categories, mean, standard deviation, CO2 emission. 

Açık Uçlu Gruplanmış Veriler için Ortalama ve 

Standart Sapma 

ÖZ 

Verilerin daha iyi açıklanması ve hesaplamaların daha kolay olması amacıyla, sürekli nicel verilerin frekans tabloları 

düzenlenmektedir. Açık uçlu gruplanmış verinin tanımlayıcı istatistiklerini hesaplamada bazı zorluklar ortaya çıkmaktadır. 

Ortalama ve standart sapmanın formüllerinin sınıf değerlerine, sınıf değerlerinin de sınıf aralıklarına dayanmasından dolayı, ilk 

sınıfın alt ve son sınıfın üst sınır değerini bilmek gerekir. Önceki çalışmalarda, bilinmeyen sınırları tahmin etmek için çeyrekler, 

ondalıklar, yüzdeler ve sınıf ara değerleri arası aralıklar kullanılmıştır. Bu çalışmada, açık uçlu gruplanmış verilerinde kitle 

ortalaması ve standart sapmasını tahmin etmek amacıyla dört yöntem önerilmiştir. Bu yöntemleri karşılaştırmak amacıyla kapsamlı 

bir Monte Carlo benzetimi uygulanmış ve sonuçlar CO2 emisyon verileri üzerinden tartışılmıştır. 

Anahtar Kelimeler: Frekans tabloları, açık uçlu düzeyler, ortalama, standart sapma, CO2 emisyonu.

1. INTRODUCTION 

The frequency tables in which either no lower or upper 

limit are called open-ended. Open-ended categories are 

usually chosen by the researchers and depend on the type 

of research. Income, IQ scores, SAT scores, number of 

children, number of cigarettes smoked per day, number 

of households and number of the living room in a house 

are some examples having open-ended categories. 

Suppose n is the number of observations and the data is 

grouped into k categories. 𝐿𝐵𝑖  denotes the lower 

boundary and 𝑈𝐵𝑖  denotes the upper boundary of the ith 

class. 𝐿𝐵1 is the minimum value and 𝐿𝐵2 is calculated by 

adding 𝐿𝐵1 to the class interval (c). 𝑓𝑖 is the frequency of 

the ith group interval and 𝑚𝑖 is the midpoint of ith class 
[𝑚𝑖 = (𝐿𝐵𝑖 + 𝑈𝐵𝑖)/2]. Then, the formulation of mean 

for the grouped data is [1] 

𝑋̅ =
∑ 𝑓𝑖𝑚𝑖

𝑘
𝑖=1

𝑛
, (1) 

the formulation of standard deviation for the grouped 

data is 

𝑠 = [
∑ 𝑓𝑖𝑚𝑖

2𝑘
𝑖=1 − (∑ 𝑓𝑖𝑚𝑖

𝑘
𝑖=1 )

2
𝑛⁄

𝑛 − 1
]

1/2

. (2) 

To use Equations 1 and 2 for open-ended data, it is 

assumed that the first and last classes (open-ended class) 

have the same class interval as the other classes. In that 

case, the midpoints open-ended classes are 𝑚1 = 𝑚2 − 𝑐 

and 𝑚𝑘 = 𝑚𝑘−1 + 𝑐, where the lower bound of the first 

and the upper bound of the last categories are ignored. If 

the values less than calculated 𝑚1 are extremely small or 

the values greater than calculated 𝑚𝑘 are extremely large, 

these values may be assumed as outliers. Consider an 

illustrative data example of 40 subjects classified into 

k=5 categories and summarized in Table 1. The class 

interval is c=10. Suppose that the true minimum value is 

80, then the true value of 𝑚1 is equal to 90. When the 

minimum value is unknown by the researcher, the first 

class's midpoint is assumed as 𝑚1 = 105.5 − 10 =
95.5. 
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Table 1. A frequency table 

i 𝑳𝑩𝒊 𝑼𝑩𝒊 𝒇𝒊 𝒎𝒊 

1 - 100 5 95.5 

2 101 110 8 105.5 

3 121 120 10 115.5 
4 131 130 13 125.5 

5 141 140 4 135.5 

 

The values of midpoints directly affect mean and also 

standard deviation. The effect of first-class on the mean 

is (𝑓1𝑚1 𝑛)⁄ . This value is 11.25 when 𝑚1 = 90 and 

11.94 when 𝑚1 = 95.5. The difference increases when 

the frequency of the first-class increases. In that case, the 

calculated mean and standard deviation diverge from the 

true value. In this study, we discussed interquartile, 

interdecile, interpercentile, and mid-distance ranges to 

estimate the unknown boundaries. By these methods, 

midpoints of open-ended classes may be calculated. 

Then, mean and standard deviation may be estimated. 

Yilmaz and Saracbasi [2] suggested interquartile, 

interdecile, interpercentile, and mid-distance ranges to 

estimate the unknown boundaries. They calculated the 

score values in log-linear models by using these four 

ranges. In this study, we suggest using these four 

methods to estimate the population mean and standard 

deviation in open-ended grouped data. This approach will 

be a kind of modification of the mid-distance range. It is 

aimed to compare these methods by their performance to 

estimate unknown category boundaries, to estimate mean 

and standard deviation. 

In Section 2, the methods to estimate the open-ended 

boundaries are introduced. The Monte Carlo simulation 

results are summarized in Section 3. The CO2 emission 

data is discussed in Section 4, followed by the conclusion 

in Section 5. 

 

2. ESTIMATION METHODS OF OPEN-ENDED 

BOUNDARIES 

By classical calculation of mean and standard deviation, 

𝐿𝐵1 = 𝐿𝐵2 − 𝑐 and  𝑈𝐵𝑘 = 𝑈𝐵𝑘−1 + 𝑐 are used to 

estimate the unknown open-ended boundaries. 

Interquartile range (IQR) is a measure of dispersion and 

useful to identify the outliers. IQR is the difference 

between the first and the third quartiles [3,4]. Let's 𝑃25 be 

the 25th percentile, and 𝑃75 be the 75th percentile. The 

kth percentile of grouped data is 

𝑃𝑘 = 𝐿𝐵 + 𝑐
𝑛𝑘 100⁄ − 𝑐𝑓𝑏

𝑓𝑃𝑘

. (3) 

Here, 𝐿𝐵 is the lower class boundary of 𝑃𝑘, 𝑐𝑓𝑏 is the 

cumulative frequency of the class before the percentile 

class, and 𝑓𝑃𝑘
 is the frequency of the percentile class. 

Then, interquartile range is 𝐼𝑄𝑅 = 𝑃75 − 𝑃25. 

Under the normality assumption, the values less 𝐿𝐵1 and 

the values greater than 𝑈𝐵𝑘  are defined as outliers [5]. 

𝐿𝐵1 = 𝑃25 − 1.5𝐼𝑄𝑅    and 

 𝑈𝐵𝑘 = 𝑃75 + 1.5𝐼𝑄𝑅.     
(4) 

Yilmaz and Saracbasi [2] suggested using interdecile 

range (IDR) and interpercentile range (IPR) as 

alternatives to IQR to estimate the open-ended 

boundaries. When IDR is the difference between 10% 

and 90% percentiles (𝐼𝐷𝑅 = 𝑃90 − 𝑃10), and IPR is the 

difference between 5% and 95% percentiles (𝐼𝑃𝑅 =
𝑃95 − 𝑃5). 

Under the normality assumption, the estimates of open-

ended categories by IDR and IPR are 

𝐿𝐵1 = 𝑃10 − 0.78𝐼𝐷𝑅    and  

𝑈𝐵𝑘 = 𝑃90 + 0.78𝐼𝐷𝑅, 
(5) 

𝐿𝐵1 = 𝑃5 − 0.61𝐼𝑃𝑅    and 

 𝑈𝐵𝑘 = 𝑃95 + 0.61𝐼𝑃𝑅. 
(6) 

Mid-distance range (MDR) is suggested as an alternative 

to IQR [2]. A mid-distance represents the midpoint of 

two classes. The mid-distance of the ith class is 

calculated as,  𝑀𝐷𝑖 = (𝐿𝐵𝑖 + 𝑈𝐵𝑖−1)/2. Then, MDR is 

the difference between the mid-distances of 2nd and kth 

classes (𝑀𝐷𝑅 = 𝑀𝐷𝑘 − 𝑀𝐷2). 

We suggested a modification on MDR. The estimations 

of open-ended boundaries are suggested as follows the 

normal distribution. 

𝐿𝐵1 = 𝑀𝐷2 −
2

|𝑍1|𝑘
𝑀𝐷𝑅    and 

𝑈𝐵𝑘 = 𝑀𝐷𝑘 −
2

|𝑍𝑘|𝑘
𝑀𝐷𝑅. 

(7) 

As 𝑓𝑖 is the frequency of the ith group interval, the 

probability of the ith category will be  𝑝𝑖 = 𝑓𝑖/𝑛. 𝑍1 =
Φ−1(𝑝1) and 𝑍𝑘 = Φ−1(𝑝𝑘) are the inverse of the 

standard normal cumulative distribution function. 

 

3. SIMULATION STUDY 

3.1. The Scope 

In this article, a Monte Carlo simulation study is 

performed to compare the four methods to estimate the 

open-ended boundaries of frequency tables. The 

simulation space of the Monte Carlo study is composed 

of 216 different combinations of variances, the number 

of categories, and the percentage of outliers.  

Data is generated from normal distributions with 

𝑋~𝑁(𝜇 = 25, 𝜎2 = 62) and 𝑋~𝑁(𝜇 = 25, 𝜎2 = 102). 

The outlier percentage of the data is assumed as 0%, 5%, 

10%, and 20%. After generating the normally distributed 

data, the values between  [𝑚𝑖𝑛 − 6𝜎;  𝑚𝑖𝑛] and between 

[𝑚𝑎𝑥; 𝑚𝑎𝑥 + 6𝜎] are also generated randomly, added to 

the first data, and these values are assumed as outliers 

[6,7,8]. To estimate the mean and standard deviation, the 

number of outliers in the first and last categories is 

selected randomly. Then, data is grouped with the 

number of categories (k) from 5 to 13. 
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Equations 3-7 are used to estimate the values of open-

ended categories. These estimates are used to calculate 

the midpoints. Equations 1 and 2 are used to calculate the 

means and variances. 

 

3.2. Monte Carlo Simulation 

For each of these 50,000 samples, we estimated the 

minimum and maximum values using four methods. 

Accordingly, we used these estimates to calculate the 

mean and the standard deviation of grouped data. We 

compared the methods using mean absolute error (MAE) 

and root mean squared error (RMSE). For mean, 

𝑀𝐴𝐸 =
1

𝑟
∑ |𝜇 − 𝑋̅𝑖|

𝑟

𝑖=1
, (8) 

and the root mean square error is 

𝑅𝑀𝑆𝐸 = √
1

𝑟
∑ (𝜇 − 𝑋̅𝑖)

2𝑟

𝑖=1
. (9) 

Here in Equations 8 and 9, r is the number of replications, 

𝑋̅𝑖 is the estimated mean by using one of the five methods 

and 𝜇 = 25 is the true value of mean. MAE and RMSE 

for the unknown categories and standard deviation are 

calculated in the same way. 

The results are represented in three parts: (1) Comparison 

of methods by estimation of unknown boundaries, (2) 

Effects of the percentage of outliers to the methods, and 

(3) Comparison of the methods by mean and standard 

deviation. 

 

3.3. Results 

The results related to RMSE are given in Figures 1-4 as 

MAE results are very similar to the ones obtained from 

RMSE. The results are inferred over the methods, 

percentage of outliers, number of categories, and 

standard deviation. 

Figures 1 and 2 show the RMSE results for the first-class 

lower and the last class upper boundaries by the 

percentage of outliers, respectively. Both for the lower 

and upper boundaries, the MDR method performs better 

when there are no outliers. The IPR method performs 

better when data consist of 5%, 10%, and 20% outliers. 

When the percentage of outliers is increased, all the 

methods give larger RMSE and MAE values.  

Figures 3 and 4 show the RMSE results for the estimated 

mean and standard deviation by the percentage of outliers 

where 𝜎 = 6 and 𝜎 = 10, respectively. The main 

findings of Figures 3 and 4 are summarized as follows: 

 Both for mean and standard deviation, all methods 

perform better when there are no outliers and worse 

when there are 20% percent outliers. When the 

percentage of outliers is increased, all the methods 

give larger RMSE and MAE values. 

 

 

 For 0% percent outliers, when the number of 

categories increases, the value of RMSE and MAE of 

mean and standard deviation decrease.  

 For 5% percent outliers, the value of RMSE and MAE 

of mean are not affected by the changes in k. When k 

increases, the value of RMSE and MAE of classical 

and MDR's standard deviations increase and the value 

of RMSE and MAE of IQR, IDR, and IPR's standard 

deviations decrease. 

 For 10% percent outliers, when the number of 

categories increases, the value of RMSE and MAE of 

classical, IDR, IPR, and MDR's means also increase, 

except for IQR's. IQR's mean is not affected by the 

changes in k. When k increases, the value of RMSE 

and MAE of classical, IPR, and MDR's standard 

deviations increase. The value of RMSE and MAE of 

IQR and IDR's standard deviations are not affected by 

the changes in k. 

 For 20% percent outliers, when the number of 

categories increases, the value of RMSE and MAE of 

mean and standard deviation also increase, except for 

IQR's standard deviation. 

 When the standard deviation is increased, all the 

methods give larger RMSE and MAE values. 

 

Figures 5 and 6 show the RMSE results for the estimates 

of mean and standard deviation by five methods 

(classical, IQR, IDR, IPR, MDR) where 𝜎 = 6 and 𝜎 =
10, respectively. The main findings of the comparison of 

the methods are summarized as follows: 

 For 0% percent outliers, the performances of mean 

with the classical and MDR methods are similar. The 

standard deviation with the MDR method performs 

better where 𝑘 ≤ 9 and MDR, IQR, and classical 

methods perform similarly where 𝑘 ≥ 10. When k 

increases, the values of RMSE and MAE of the five 

methods are getting similar.  

 For 5% percent outliers, the mean with the classical 

method performs better where 𝑘 ≤ 9 and the IQR 

method performs better where 𝑘 ≥ 10. The standard 

deviation with the MDR method performs better 

where 𝑘 ≤ 9 and IQR method performs better where 

𝑘 ≥ 10.  

 For 10% percent outliers, mean with the classical 

method perform better. The standard deviation with 

the MDR method performs better where 𝑘 = 5 and 

the classical method performs better where 𝑘 ≥ 6. 

 For 20% percent outliers, both mean and standard 

deviation with the classical method performs better.  

 When the standard deviation is increased, all the 

methods give larger RMSE and MAE values. 
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(a) The RMSE results of LB1 

 

(b) The RMSE results of UBk 

Figure 1. The RMSE results of the unknown boundaries by percentage of outliers where 𝜎 = 6 

 
(a) The RMSE results of LB1 

 

(b) The RMSE results of UBk 

Figure 2. The RMSE results of the unknown boundaries by percentage of outliers where σ = 10 
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(a) The RMSE results of mean 

 
(b) The RMSE results of standard deviation 

Figure 3. The RMSE results of mean and standard deviation by methods where 𝜎 = 6 

 
(a) The RMSE results of mean 

 
(b) The RMSE results of standard deviation 

Figure 4. The RMSE results of mean and standard deviation by methods where 𝜎 = 10 
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(a) The RMSE results of mean 

 
(b) The RMSE results of standard deviation 

Figure 5. The RMSE results of mean and standard deviation by percentage of outliers where 𝜎 = 6 

 

(a) The RMSE results of mean 

 

(b) The RMSE results of standard deviation 

Figure 6. The RMSE results of mean and standard deviation by percentage of outliers where 𝜎 = 10 
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4. CO2 EMISSION DATA 

CO2 emissions (metric tons per capita) of 192 countries 

data is taken from the World Bank database for 2014 [9]. 

The mean and standard deviation of CO2 emission 

variable in 2014 are 4.44 and 6.07 respectively, and they 

change up to 0.04 and 45.40. It can be seen from Figure 

7; the data are highly positively skewed and consist of 

many outliers. 

 

Figure 7. Box plot for CO2 emission data 

 

The goal is here to group data into five, nine, and ten class 

intervals and afterward estimate the mean, standard 

deviation, and unknown first-class lower and last class 

upper boundaries, and compare the results regarding the 

five methods given in Section 2. In the interpretations, 

"Better" means that the method gives the estimation close 

to the real values. 

The data is grouped into 9 categories where the class 

interval is 3.1. The frequency table is summarized in 

Table 2. 

Table 2. The frequency table of CO2 emission (𝑘 = 9) 

i 𝑳𝑩𝒊 𝑼𝑩𝒊 𝒇𝒊 

1 - 3.0 105 
2 3.1 6.1 45 

3 6.2 9.2 20 

4 9.3 12.3 7 
5 12.4 15.4 6 

6 15.5 18.5 2 

7 18.6 21.6 1 
8 21.7 24.7 3 

9 24.8 - 3 

 

 

 

 

 

 

 

 

 

 

The estimated first-class lower and last class upper 

boundaries, means, standard deviations, and absolute 

errors by the methods given in Section 2 are summarized 

in Table 3.  

The results represented in Table 3 show that the IQR 

method estimates the unknown lower-most boundary and 

the MDR method estimates the unknown upper-most 

boundary better than the others. The classical method 

estimates mean better and the IDR method estimates 

standard deviation better.  

Suppose the data are grouped into 5 categories where the 

class interval is 1.5. The frequency table is summarized 

in Table 4. 

 

Table 4. The frequency table of CO2 emissions (𝑘 = 5) 

i 𝑳𝑩𝒊 𝑼𝑩𝒊 𝒇𝒊 

1 - 1.9 89 
2 2.0 3.4 20 

3 3.5 4.9 27 

4 5.0 6.4 17 
5 6.5 - 39 

 

The estimated first-class lower and last class upper 

boundaries, means, standard deviations, and absolute 

errors are summarized in Table 5. 

The results represented in Table 5 show that the IDR 

method estimates the unknown lower-most boundary; the 

IQR method estimates the unknown upper-most 

boundary better than the others. The classical method 

estimates the mean better and the MDR method estimates 

the standard deviation better.  

 

Suppose the data is grouped into 10 categories where the 

class interval is 1. The frequency table is summarized in 

Table 6. 

The estimated first-class lower and last class upper 

boundaries, means, standard deviations, and absolute 

errors are summarized in Table 7. 

The results represented in Table 7 show that the IPR 

method estimates the unknown lower-most boundary; the 

IDR method estimates the unknown upper-most 

boundary better than the others. The classical method 

estimates the mean better and the MDR method estimates 

the standard deviation better. 

 

 

 

 

 

 

 

 

 

 

 

Table 3. The estimated first-class lower and last class upper boundaries, means, standard deviations, and absolute errors of CO2 

emission values (𝑘 = 9) 

Method 

Lower Boundary Upper Boundary Mean Standard Deviation 

LB Abs. Error UB Abs. Error Mean Abs. Error SD Abs. Error 

Classical - - - - 4.584 0.143 5.110 0.956 

IQR -5.2 5.2 12.3 33.1 3.041 1.400 5.649 0.417 

IDR -7.3 7.3 18.3 27.1 2.514 1.927 6.214 0.149 

IPR -8.9 8.9 24.2 21.1 2.122 2.318 6.695 0.629 

MDR -44.0 44.0 27.0 18.4 16.609 12.168 8.483 2.417 
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5. CONCLUSIONS 

Grouping data is a simple way that makes it easier for 

researchers to understand the raw data. Open-ended 

classes occur most frequently in many types of research. 

An open-ended distribution means that it has no 

boundary or both boundaries. Even though the open-

ended classes may cause problems with calculations and 

interpretation in practice but they are unavoidable 

because of the nature of data. The measures of central 

tendencies and dispersion are calculated over the 

midpoints in grouped data. Finding out the midpoint for 

open-ended categories is a consideration for calculating 

the descriptive statistics. For instance, to calculate the 

mean of grouped data, the first step is to determine the 

midpoint of each class. But the disadvantage of the 

classic method is that the midpoint values directly affect 

the mean and standard deviation. In this study, we discuss 

interquartile, interdecile, interpercentile, and mid-

distance ranges to estimate the unknown boundaries. 

Employing these methods, midpoints of open-ended 

classes, then mean and standard deviation can be 

estimated more accurately. The new methods enable us 

to calculate the midpoints considering the open-ended 

limits. 

The simulation results show that in case of no outliers, 

entire methods perform well. When the number of 

categories increases, the value of RMSE and MAE of  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

mean and standard deviation also increase; this case 

became more obvious for 20% percent outliers. In most 

cases, the value of k has no remarkable effect on the 

RMSE and MAE’s. The MDR and IDR methods 

outperform classical methods when estimating the LB 

and UB values. Estimating the standard deviation with 

the MDR method in open-ended grouped data (𝑘 ≤ 9) 

gives closer results to true values. Similarly, the IQR 

method performs better for 𝑘 ≥ 10. While the most 

appropriate measures of central tendency in open-ended 

data seem to be median, the proper application of mean 

among the proposed methods would be more useful. 
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Table 5. The estimated first-class lower and last class upper boundaries, means, standard deviations, and absolute errors of CO2 

emission values (𝑘 = 5) 

Method 

Lower Boundary Upper Boundary Mean Standard Deviation 

LB Abs. Error UB Abs. Error Mean Abs. Error SD Abs. Error 

Classical - - - - 3.395 1.045 2.412 3.654 

IQR -5.3 5.3 12.3 33.1 2.498 1.943 4.389 1.677 

IDR -4.2 4.2 12.2 33.2 2.743 1.698 4.130 1.936 
IPR -3.6 3.6 11.8 33.6 2.841 1.599 3.993 2.113 

MDR -17.7 17.7 8.6 36.8 -0.752 5.192 6.804 0.739 

 

Table 7. The estimated first-class lower and last class upper boundaries, means, standard deviations, and absolute errors of CO2 

emission values (𝑘 = 10) 

Method 

Lower Boundary Upper Boundary Mean Standard Deviation 

LB Abs. Error UB Abs. Error Mean Abs. Error SD Abs. Error 

Classical - - - - 3.934 0.506 3.109 2.957 

IQR -4.8 4.8 12.0 33.4 2.645 1.796 4.404 1.665 

IDR -5.7 5.7 16.7 28.7 2.668 1.772 5.063 1.003 
IPR -4.7 4.7 16.2 29.2 2.879 1.565 4.802 1.264 

MDR -15.5 15.5 11.2 34.2 0.125 4.316 6.789 0.723 

 

Table 6. The frequency table of CO2 emissions (𝑘 = 10) 

i 𝑳𝑩𝒊 𝑼𝑩𝒊 𝒇𝒊 

- 1.9 89 - 
2.0 2.9 15 2.0 

3.0 3.9 14 3.0 
4.0 4.9 18 4.0 

5.0 5.9 11 5.0 

6.0 6.9 9 6.0 
7.0 7.9 5 7.0 

8.0 8.9 6 8.0 

9.0 9.9 6 9.0 
10.0 - 19 10.0 
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