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Abstract: 

In this paper, a vision-based road profile estimation method was studied for the control of semi-active and active 

suspension systems. For the purpose, a monocular camera was used to collect data from the road tests to develop 

a logic to convert the camera measurements into the road profile data. For the generation of the road profile, 

alignment of the different sets of camera measurements and their coherence were expressed. Importance of the 

sensor and process noise removal were shown in recognition of the high frequency content of the road profile, 

which was a particular interest of the study. Additionally, a density-based clustering algorithm was taken into 

account to cluster the measured points vertically, to remove the process and sensor noise. The density-based 

clustering method reduced the noises and allowed detection of the high and low frequency contents of the road. 
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1. INTRODUCTION 

Ride dynamics of road vehicles has been developed based on the industry requirements and human 

vibration sensitivity thresholds. Road surface characteristics have significant effects on vehicle ride and 

handling dynamics[1]. Estimation of the road surface characteristics may help to improve the comfort 

and hazard avoidance system of the vehicles [2]. There has been plenty of studies to estimate road 

profiles since the idea of electronic suspension control was developed. Most of these studies have been 

relied on vibration-based approaches such as evaluation of the root mean square of the acceleration 

measurements on the vehicle body and wheels [3–5] . Vibration based approaches inherently give results 

as soon as the tyres passed over a vibratory input such as bumps and potholes on their trajectory. In 

these methods, starting from a moment that a notable input can be detectable visually, there is an 

important time gap without any automatic control action. In fact, this gap can be transformed into a 

highly valuable period with some accumulated data depending on the preview information of the road 

profile characteristics, therefore, further improvements can be done on the level of comfort. At this point, 

preview control logic has been introduced as an acceptable improvement to the system. However, when 

the idea of the preview control logic was first developed by Bender [6] almost five decades ago, the 

contactless measuring technology was not at the desired level [7]. 

Recently developed sensing devices, such as Lidar, Stereo and Monocular Cameras, have made the 

estimation of  road profiles before passing the vehicle over its trajectory, possible [8]. However, research 

studies on preview control have mostly been focused on the basic principles and the improvements of 

predictive control logic and preview control itself rather than the source of disturbance [9–11], whereas, 

the road profile recognition procedure is the main element in realising the preview control approach, in 

practice. 

One of the first studies related to the road profile implementation for the purpose of preview control of 

the vehicle body was done by Streiter [12]. Schindler used a lidar sensor to gather the preview 

information, due to the accuracy compared to an ultrasonic sensor or an ADAS camera. In that study, a 

regression analysis method was proposed to construct the road profile from a point cloud and the least 

square approximation method was used to match the consecutive sensor measurements regarding to 

ego motions of the vehicle [13].  In another study, a compact ADAS lidar was preferred for an active 

suspension system, and ego motions were compensated by the chassis control systems’ sensor 

measurements [14] . Gong et al. utilized a lidar sensor to recognize an off-road profile. In the study, 

measurement variations between consecutive steps were compensated using a gyro near the lidar. Then, 

dense lidar data were denoised and interpolated to generate the road profile and determine the road 

class [15].  Similar to the works done using lidar sensors, the best fitting of the consecutive images of a 

camera also allows the estimation of the ego-motion. Stein et al. focused on estimating the ego-motion 

by using a camera. The previous and current images were compared and applied the best fit within the 

initial guess of the motion considering the longitudinal displacement, measured by a speedometer [16].  

Göhrle et al. used a stereo camera to recognise the low frequency-long wavelength road profiles. In the 

study, two consecutive measurements were used to align actual and previous measurements, as in 

Schindler's approach. The authors also used statistical approaches such as the maximum-likelihood and 

probability density functions to estimate the possible mean value of the several measurements of a point 

in one measurement window [17]. In another study, a multi-purpose stereo camera was utilised to 

control the actuator in the frequency range from 0.5 to 5Hz. 

Scanning results of the camera was accumulated during each 60.3ms period, and the camera could scan 

the road up to 15m in front of the vehicle. Multiple measurements were combined by a statistical method 
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aiming to improve the accuracy of the road profile estimation. However, the details of the method have 

not been disclosed, publicly [18].  

A camera's road surface evaluation success depends on the road surface texture, lighting reflectance, 

weather conditions, and ego motion [19]. Therefore, confidence values are assigned to height values 

those measured with camera by various methods [20]. There are many ways in the literature to calculate 

the confidence of the camera's measurements, such as left-right difference and Naive peak ratio [21]. 

Thus, when the measurement scores are low, statistical methods can be used to lessen the impact of 

some of the low score measurements to have a more reliable road profile.  

If a road profile recognition procedure by cameras is considered in two steps, the first step is image 

processing and the elevation profile creation and the second step is the conversion of the obtained 

elevation data to the road profile. In the literature, studies have generally been conducted to obtain 

height data through image processing[22–24]. The information available on how to combine elevation 

data to create a road profile, effectively, is highly limited. For instance, only the application of windowing 

approach can be seen in the references [17,25]. The method divides a cloud of sensor measured road 

surface points into equal segments on the longitudinal x-axis.  

The same or very close points on the path are measured more than once. The points, those have been 

measured multiple times and being close together, naturally form densities in certain regions, namely, 

"natural clusters" and the densities may not be identical in shape. As will be discussed in more detail in 

the following sections, this is where the windowing approach has its main weakness in providing the 

highest possible accuracy. Clustering methods can be used to associate measurement points with each 

other. In this context, density-based spatial clustering of applications with noise algorithm , DBSCAN, 

was preferred to establish a relationship between the points by making use of the natural clusters formed 

by these points those are close to each other [26]. It is probably the most considerable density-based 

method as of today [27], however, DBSCAN has not been used for the purpose of road profile 

recognition studies. On the other hand, it is the control strategy chosen against the body motions and 

actuator bandwidth determines the type of surface scanning strategies [28]. For instance, a typical 

skyhook control strategy can attenuate the vibrations of the body with frequencies up to 3 Hz. From the 

handling point of view, whereas, the wheel resonance frequency is generally between about 8 and 10 

Hz [29]. Usually, for a low bandwidth fully active suspension, the primary aim is to keep the vehicle body 

as stable as possible so that the higher road frequencies, which are out of the actuator control 

bandwidth, are eliminated. On the contrary, getting the information of the higher road frequencies can 

be an advantage for disturbance rejection for the semi-active suspension type actuators. On the other 

hand, it is difficult to recognise the high-frequency content of the road profile as the data processing 

for the road profile generation causes additional process noises by the current road profile generation 

methods. 

This paper aims to use high frequency content besides the low frequency content of the road profile. 

Therefore, unlike the windowing approach used in the literature, a density based spatial clustering of 

applications with noise (DBSCAN) algorithm was adapted to avoid creating process noise while 

converting consecutive measurements to the road profile [31]. This study is among the first to investigate 

the optimisation of road profile detection results by spatially clustering detection results of different 

road tests, in the literature. For the purpose, a monocular camera was used to collect data from the road 

tests to develop a logic to convert the camera measurements into road profile data. The camera itself 

carries out the image processing for the spatial referencing of the consecutive measurements with 

respect to the previous measurements thanks to the estimation of the ego-motion in particular. In 

addition, image processing is a black box as it is the supplier's know-how. Therefore, we were interested 

in the road profile generation step with the image processed data rather than image processing. For the 
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generation of the road profile, the alignment of the different sets of camera measurements were 

expressed and sensor and process noise prevention, in particular, were shown. 

 

2. GENERATION OF THE ROAD HEIGHT PROFILE 

2.1. Measurement of Road Height Profile 

A sensor mounted on the windshield measured the road surface from 5m to 16m in front of the front 

axle for both left and right wheels at each time step, as in figure 1. The sensor consecutively generated 

the measurement points while the vehicle was moving. The generated points were non-uniform, and 

they must be arranged to increase the measurement accuracy. 

 
Figure 1. Measurement zone on the trajectory of the vehicle. 

2.2. Alignment of the Points 

At each time step, a new set of measurement was created. Measurement sets developed a points cloud, 

which includes distance and height data of the points (𝑋𝑖
𝑗
, 𝑍𝑖

𝑗
 . . . 𝑋𝑖+𝑘

𝑗+𝑛
, 𝑍𝑖+𝑘

𝑗+𝑛
 ), depending on the vehicle 

speed as in Figure 2. A positioning algorithm located the next point cloud corresponding to its distance 

just after the previous measurement. As the vehicle was moving forward, the same points on the road 

surface (or the closest points on the same surface) were measured several times. Therefore, the same or 

closer measurement points were overlapped, in a scattered manner. At each step, the distance between 

the measurement points (𝑋𝑖+1
𝑗+1

− 𝑋𝑖
𝑗
) was different due to the changing vehicle speed during the image 

processing.  First, measured points in the cloud were sorted from the closest to the farthest according 

to the vehicle's front axle center. 

 
Figure 2. Measurement point relation in the point cloud. 
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Then, the measurement points were split into the segments to determine the points to be averaged to 

find the most probable height from different measurements. For example, a for loop can group the 

points into the cells for a fixed window length. As it can be seen in figure 3, the fixed-length windows 

split the overlapped points into the segments. The window length defines the resolution of the final 

profile. If the length is too short, the number of iterations increases the size of the matrix, which includes 

the distance, height, and confidence values. Otherwise, a too-long window length may reduce the 

resolution while reducing the number of iterations. 

 
Figure 3. Windowing approach and DBSC comparison. 

2.3. Density Based Clustering of Points Cloud 

Using the fixed window length and averaging approach alone was not enough to regulate the scattered 

points in the clouds. Even though the intervals between the measured points were equal in x-direction 

in a measurement set, each measurement set had different intervals due to the variations in vehicle 

speed. Therefore, the measurement points were not aligned on the vertical and horizontal plane. When 

the point cloud was split into segments by windows, as the windowing approach does not consider the 

proximity between the points, some windows include more points than others. These deviations in the 

x-direction caused additional complexity, which was a redundant junction in the signal. If the distance 

between the closer points in the horizontal direction is lower than the theoretically allowable minimum 

distance due to the camera capability, then, the road signal might include an additional noise.  However, 

the shape of the road profile and window length are also important factors; if the window length is too 

small, then, unwanted artificial noises occur. 

In terms of profile evaluation considering relatively high frequencies, the redundant junctions in the 

profile produce artificial high-frequency content due to data processing. Therefore, the points, which 

were to be averaged together could be identified globally in the interconnected point clouds. In regard 

to this matter, DBSCAN is a powerful algorithm that allows clustering points due to their distribution in 

a plane by also defining points as the core, neighbour, and noise [31]. As a result, to identify the groups 

of points "to be averaged", a Density-based spatial clustering of applications with noise (DBSCAN) was 

proposed.   

In this technique, neighbour points were located around the core points, and a minimum number of 

points (minpts) in the cluster was defined as density threshold, and the radius (ε) was the neighbourhood 

range. The minpts was defined according to the number of the measurements. Radius (ε) was defined 

according to the desired resolution, which can be a variable value according to vehicle speed. DBSCAN 

checks each point in a loop. In order to define the core point, at least minimum points, minpts, must be 
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within the distance of radius (ε). If it satisfies this condition, it is, then, the core point. If it does not, it is 

either a noise or a border point.  If the point inside the circle is around the core point, it is a border point. 

Otherwise, it is a noise. Finally, all clusters were labelled, and noise and neighbour points were assigned 

according to DBSCAN algorithm steps. Basic pseudo code of original DBSCAN is given in table 1 [32]. 

When the clusters were obtained, the averaging could be applied to all cluster members according to 

the confidence values. 

Table 1 pseudocode of original sequential DBSAN algorithm 
Input: DB: Database 

Input: ε: Radius Input: minPts: Density threshold 

Input: dist: Distance function 

Data: label: Point labels, initially undefined 

1 foreach point p in database DB do // Iterate over every point 

2 if label(p) undefined then continue // Skip processed points 

3 Neighbours N ← RangeQuery(DB, dist,p,ε) // Find initial neighbours  

4 if |N | < minPts then // non-core points are noise  

5  label(p) ← Noise  

6  continue  

7 c ← next cluster label // Start a new cluster 

8 label(p) ← c  

9 Seed set S ← N \ {p} // Expand neighbourhood  

10 foreach q in S do  

11  if label(q) = Noise then label(q) ← c 

12  if label(q) undefined then continue 

13  Neighbours N ← RangeQuery(DB, dist,q,ε) 

14  label(q) ← c 

15  if |N | < minPts then continue // Core-point check 

16  S ← S ∪ N 

2.4. Sensor Noise Reduction 

Any particular point having different height values could affect the final profile approximations. The 

height deviations could be reduced using averaging techniques. Any particular point's confidence values 

can be used in averaging as weighting factors; thus, more reliable measurements contribute more than 

less reliable measurements.  A simple weighted arithmetic mean method (Equation 1) was applied for 

the purpose, and weighting factors were selected concerning the confidence value of the points. Weight 

factors are 𝜔𝑖 = {𝜔1 , 𝜔2 , . . . . . , 𝜔𝑛 } and for non-empty 𝜔𝑖 > 0  and 𝑍𝑖 =  {𝑍1, 𝑍2 , . . . . . , 𝑍𝑛 } are measured 

heights of each of the points. The measurement points were clustered around the core points. Then, the 

height of the points in the clusters were averaged in vertical axis according to their individual 

confidences, as in figure 4.  

𝑍̅ =
∑ 𝜔𝑖

𝑛
𝑖=1 . 𝑍𝑖

∑ 𝜔𝑖
𝑛
𝑖=1

 (1) 

 
Figure 4. Different length measurements in X and Z directions with DBSC clustering. 
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2.5. Distance to Time Domain Transformation 

Since the processed data is in the distance domain, it must be converted to the time domain for filtering 

and to calculate the time to reach the target road surface. 𝑋𝑘 is the distance of the measured point from 

the center of the front axle. The conversion from distance domain was applied using 𝑋𝑘 = 𝑓(𝑡𝑘,𝑉𝑘) ∪

 𝑓(𝑧𝑘), which is a function of time, speed, and height profile. Any 𝑋 values can be converted by the 

integration of vehicle speed in Equation 2. Calculated 𝑋𝑘 could be matched with its corresponding height 

value as (𝑋𝑘 , 𝑍𝑘) ≡ (𝑡𝑘 , 𝑍𝑘) 𝑍𝑘, using the linear interpolation given in Equation 3. 

𝑡𝑘 = ∑ (𝑋𝑘/𝑉𝑘)
𝑝

𝑘
 (2) 

𝑍𝑘 = 𝑍𝑎 + (𝑍𝑏 − 𝑍𝑎) ×
(𝑋𝑘 − 𝑋𝑎)

(𝑋𝑏 − 𝑋𝑎)
𝑎𝑡 𝑝𝑜𝑖𝑛𝑡 (𝑋𝑘) 

(3) 

 

3. ROAD DATA ACQUSITION AND RESULTS 

To realize the main purpose of this study, road tests were performed on different road profiles shown in 

figures 5, 6. The measurement confidence scores were given at the bottom of figures 5 and 6. The 

prototype camera assembled on the windshield of the test car with 100° field of view and 1820 x 940 

pixels, can be seen in figure 5. The vehicle speed was 44 kph and 15kph at the first and second track 

which are shown in figures 6 and 7, respectively. 

A data logger was used to record the prototype camera outputs, and data was sampled at 300Hz. Next, 

the recorded data were processed offline for comparison. The road profile shown in figure 6 was stone 

paved, and measurement confidence scores were substantially greater than 3 on a scale of 0 to 5, 

indicating increasing reliability from small to large. 

 
Figure 5. The test vehicle with monocular camera in red circle. 
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In figure 7, the effect of the speed bump shape can be seen clearly, and the measurement confidence 

decreased to zero around 14m. Both camera outputs were processed to compare DBSCAN and 

windowing approaches. Eps, ε, value and window length were set to 0.015m and 0.005m, respectively.  

minpts value was set to 2 for DBSCAN. The results of both the windowing and DBSCAN approaches for 

the first test track can be seen in figure 8. Unlike the windowing approach, which included artificial 

noises, DBSCAN produced a smooth profile.  

 
Figure 6. Raw Measurement data for the first test track. 

In figure 9, on the other hand, some process noise can be seen, clearly, as a result of the windowing 

approach. It can be seen that the distance between the points increases depending on the sudden 

changes on the shape of measured surface. The fixed-length windowing approach causes a sudden 

change in the profile at 14m. Low amplitude noise from the process could be seen across almost the 

entire profile in the detailed view of figure 8. 

 
Figure 7. Measurement data for the second test track. 
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ε =0.015 

minpts=2 

window length=0.005m on the LH wheel 

trajectory 

Figure 8. DBSC and windowing approach comparison 

 

 

ε =0.015 

minpts=2 

window length=0.005m for a speed bump on the 

LH wheel trajectory 

Figure 9. DBSC and windowing approach comparison 

 

4. CONCLUSION 

In this study, the DBSCAN algorithm was adapted to generate road profiles from the multiple set of 

scattered points clouds, which were provided by a monocular camera. The principal idea was to compare 

the windowing approach and DBSCAN for the road profile evaluation in terms of detectability of the 

road profile's low and high frequency content within the provided sensor limits. 

The main problem was aligning the points against their variation to find the most probable height due 

to the confidence of the camera measurements. The camera's accuracy caused deviations in the height 

measurement. Using the DBSCAN method reduced the processing noises. Thus, it allowed the detection 

of high-frequency road profile contents without any additional filtering, as a result of the absence of 

additional process noise.  

Window length of 0.005m was chosen based on the trial-and-error method to obtain accurate and less 

noisy results. A larger value will obviously reduce the road profile detection accuracy. However, this value 

can be determined according to the average of the distances of the points to each other in the point 

set. The minpts value can be chosen to be at least two. Another factor in the use of DBSCAN was the 

determination of the radius (ε). If the radius is not small enough, the accuracy of the profile will decrease. 

However, if it is too small, the number of clusters will be increased, which may increase the computational 

cost, and it may assign some of the points those are not homogeneously distributed as noise, thus, 

resulting in data loss. In order to avoid the problems such as loss of accuracy and data, the radius can 
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be determined according to the average of the distances of the points in the x and y axis directions. 

Since the distance between the points is calculated depending on the instantaneous vehicle speed, 

radius (ε) can be formulated as a function of vehicle speed. Therefore, more robust road profile 

development can be achieved. 
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